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1. Introduction 

 
This article argues that law students should be provided with opportunities to critique the deployment of Generative Artificial 

Intelligence (GenAI) tools in legal education because their feedback can serve as a valuable indicator of both their level of 

understanding and their competency with GenAI technologies and their interest in using these tools. These insights can be used 

by legal educators to inform decisions about how specific GenAI tools are meaningfully incorporated in curriculum design, 

teaching and learning. Student input can help refine the integration of GenAI in legal education to better prepare law students 

for legal practice using GenAI technologies.  

 

The article proceeds in four parts. Section 2 presents a review of literature on the integration of GenAI into legal education and 

establishes the importance of inviting student feedback on that integration. Section 3 sets out the methods and scope of a seven-

month study involving students enrolled in the Queensland University of Technology (QUT)’s Graduate Diploma of Legal 

Practice, also known as the Practical Legal Training (PLT) Course, in 2024. The students were surveyed to examine their 

attitudes and opinions towards the incorporation of GenAI into the law curriculum and the use of GenAI tools for learning. The 

key findings detailed in Section 4 were that some students lacked any experience with GenAI before using it in the PLT Course, 

although the majority had at least limited experience; some had a greater need to engage with GenAI during their legal studies; 

the AI tool that most improved understanding of GenAI was not a generic text content creation tool; students were interested 

This article explores the reflections of Australian law students on the use and integration of Generative Artificial 

Intelligence (GenAI) in the practical legal training law curriculum. Participants were enrolled as students in the 

Graduate Diploma in Legal Practice at Queensland University of Technology (QUT) between April and November 

2024 and engaged with several GenAI use cases embedded in their law subjects. Surveys were used to assess 

participants’ perceptions of the incorporation of GenAI into the subjects. The findings indicated that some participants 

had no prior GenAI experience, but the majority had at least a limited experience. Participants reported that all GenAI 

use cases improved their GenAI literacy and that they were interested in engaging with different AI tools and 

applications and wanted to learn how to prompt more effectively. While students’ understanding of GenAI capabilities 

improved, they remain cautious about using GenAI in their future legal practice, particularly for tasks such as legal 

research, feedback on a video recordings and written communication. Having engaged with GenAI in their studies, 

participants reported feeling better prepared for entry into a legal profession that is increasingly incorporating the use 

of GenAI. Implications from this study include an increased understanding of how best to embed GenAI in legal 

curriculum and assessment to ensure law students are provided with opportunities to explore the appropriate and 

responsible use of GenAI and to develop their AI literacy skills. 
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in engaging with different AI tools, especially law-specific applications; prompting was identified as an area in which students 

were interested in improving their skills; and, after engaging with GenAI, students reported improved AI literacy and feeling 

better prepared for entry to a legal profession increasingly integrated with GenAI. Section 5 considers several implications of 

these findings: students require instruction, practice and support during their studies to effectively and responsibly use GenAI; 

experimenting with GenAI can improve AI literacy; and the integration of GenAI in curriculum design and teaching should be 

intentional and use high-quality GenAI tools. Section 6 presents the study’s limitations and suggestions for future research and 

Section 7 concludes the discussion. To adequately prepare law students for contemporary legal practice, it is necessary to 

integrate opportunities for engagement with GenAI into both undergraduate law and PLT programs. 

 

2. Literature Review 
 

This section commences with an analysis of four connected literatures. The first is on artificial intelligence (AI), with a focus 

on GenAI in the legal industry; the second comprises studies that have addressed the advantages and disadvantages presented 

by GenAI in higher education; the third body of literature focuses more specifically on GenAI in legal education with an 

institution or legal educator focus; and the fourth consists of research on law students’ perceptions of GenAI in law curriculum.  

 

2.1 GenAI in Legal Practice 

AI comprises a number of different technologies that can make suggestions and perform tasks traditionally performed by 

humans.1 ‘Machine learning’ refers to computer systems that are able to learn from large amounts of data without needing to 

be explicitly trained.2 GenAI is a type of machine learning that focuses on creating output such as text, audio, images, video 

and code. Examples of GenAI include OpenAI’s ChatGPT, Google’s Gemini, Anthropic’s Claude, Meta’s LLaMA and X’s 

Grok.3 This article concentrates on text GenAI models, or large language models (LLMs), which  are designed to create new 

text based on user inputs (or prompts) and training data.4 ‘Prompting’ or ‘prompt engineering’ means inputting a set of words 

that will generate outputs from the AI model based on statistically plausible predictions of whatever came before, giving the 

output a conversational feel.5 The quality of prompts can affect the quality of the AI output and better prompts can generate 

better outputs.6  

 

GenAI is poised to profoundly disrupt the legal profession7 and make fundamental and pervasive changes to the legal industry.8 

To remain relevant in the era of GenAI, law will need to be more accessible and affordable, and dispute resolution will need to 

be quicker.9 Rather than meaning the end of the legal profession, it is predicted that the disruption will result in changes to the 

way lawyers undertake legal work.10 GenAI has the potential to enhance areas of law work including condensing, drafting, 

checking, learning, predicting and personal productivity.11 It can be used to create first drafts, refine arguments and adapt past 

examples of legal documents to improve productivity.12 

 

The potential for change resulting from GenAI technologies has been recognised in the Australian legal profession, but has not 

yet caused a direct upheaval of the profession.13 Legal practitioners have begun to use GenAI tools to augment their work,14 

and practice leaders in sole, micro, small and medium law firms report that technology and a willingness to adapt are the way 

of the future.15 According to one report, two in five Australian private practice professionals reported that firms are 

experimenting with GenAI but proceeding with caution.16 The most common uses reported were legal research, document 

summary and drafting correspondence.17 Some larger firms are investing in purpose-built GenAI platforms such as Harvey, 

 
1 Guihot, Artificial Intelligence, 22. 
2 Susskind, How to Think About AI, 32. 
3 Marcus, “The AI We Have Now,” 24. 
4 Ali, “The Effects of Artificial Intelligence Applications,” 3. 
5 Marcus, “The AI We Have Now,” 25. 
6 Cain, “Prompting Change,” 51; Hargreaves, “Words are Flowing,” 79. 
7 Susskind, Tomorrow’s Lawyers, 77. 
8 Susskind, Tomorrow’s Lawyers, 137. 
9 Susskind, How to Think About AI, 126. 
10 Susskind, Tomorrow’s Lawyers, 137. 
11 Robb, “It’s The End of the World,” 17–21. 
12 Choi, “ChatGPT,” 397. 
13 Robb, “It’s The End of the World,” 14. 
14 Choi, “ChatGPT,” 397; Ogunde, “Navigating the Legal Landscape,” 3; Ajevski, “ChatGPT,” 356; Bliss, “Teaching Law,” 116. 
15 Timoshanko, “An Empirical Study,” 106. 
16 Tech AI and the Law 2024, 3. 
17 Tech AI and the Law 2024, 11. 
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which use LLMs trained on legal materials, to assist with legal work like research, contract analysis and the creation of legal 

documents.18 At the date of writing this article, nearly half of the AmLaw 100 largest law firms in America had adopted 

Harvey.19 The Tech, AI and the Law 2024, Australian Edition report records that 46 per cent of Australian in-house lawyers are 

also experimenting with GenAI.20 

 

Some students are concerned that their traditional legal education may not adequately equip them to succeed as legal 

practitioners in a profession that is embracing the use of GenAI tools.21 In that scenario, law graduates and entry-level legal 

practitioners need to be GenAI-literate and know how to leverage GenAI.22 Some commentators say that, in an increasingly 

competitive graduate market, these skills may offer law graduates a competitive advantage,23 and failing to develop 

technological competency at university is an employability risk for law students.24 As a consequence, legal educators will need 

to integrate GenAI tools into legal education curriculum and to provide law students with opportunities to develop skills using 

GenAI to better equip them for legal practice that integrates GenAI technology.25  

 

2.2 GenAI in Legal Education 

Most of the literature on GenAI in higher education stems from university-driven inquiry. 26 Studies have weighed the potential 

of GenAI to improve student learning against ethical concerns, academic integrity issues and changes to curriculum and 

assessment that GenAI has compelled.27 Academic integrity has emerged as a major theme, especially after it was found that 

ChatGPT was able to pass law exams at the University of Minesota.28 A similar result was revealed in a study examining three 

GenAI tools (GPT-4, GPT-3.5 and Google Bard) in a criminal law examination at the University of Wollongong.29 As a result, 

Alimardani argues for a fundamental shift in how law students are assessed.30 Some researchers propose designing assessments 

in  which GenAI do not perform well, such as those that involve critical analysis.31 However as Hargreaves points out, as GenAI 

technologies continue to improve, attempting to GenAI-proof assessment will become increasingly difficult.32 

 

Many scholars argue that AI literacy should be taught in law schools to prepare law students for future practice.33 Law schools 

in Australia are exploring various ways to incorporate GenAI into legal education,34 to improve teaching and learning activities 

and enhance  curriculum design.35 PLT Courses are also incorporating GenAI technologies,36 which has the potential to bridge 

the gap between theory and practice.37 

 

2.3 Law Students’ Perceptions of GenAI 

Although there is now a reasonable body of literature on GenAI in legal education from the perspective of universities and 

educators, there is less literature from the perspective of law students. Student input can help institutions to better navigate the 

challenges and opportunities of GenAI.38 Studies that probe students’ intersectional location can yield detailed, group-specific 

insights into how different students perceive GenAI tools.39 Some argue that student feedback is critical when it comes to 

 
18 Ajevski, “ChatGPT,” 357. 

19 Pereyra, “Harvey’s Three Year Anniversary.” 
20 Tech AI and the Law 2024, 28. 

21 Bliss, “Teaching Law,” 113. 

22 Sharma, “The Escalation of ChatGPT,” 12. 

23 Migliorini, “The Case for Nurturing AI Literacy,” 12. 

24 Head, “Assessing Law Students,” 6. 

25 Choi, “ChatGPT,” 397. 

26 Sullivan, “ChatGPT”; Francis, “Generative AI,” 7. 

27 Sullivan, “ChatGPT.” 

28 Choi, “ChatGPT,” 396. 

29 Alimardani, “Generative Artificial Intelligence.” 

30 Alimardani, “Generative Artificial Intelligence,” 806. 

31 Ajevski, “ChatGPT,” 362. 

32 Hargreaves, “Words are Flowing,” 92. 

33 Head, “Assessing Law Students”; Bliss, “Teaching Law”; Alimardani, “Generative Artificial Intelligence”; Alimardani, “Borderline 

Disaster”; Migliorini, “The Case for Nurturing AI Literacy”; Prakash, “Integrating Generative AI.” 

34 Head, “Assessing Law Students,” 7–14. 

35 Zhang, “A New Era,” 89. 

36 Robb, “It’s The End of the World,” 29. 

37 Farber, “Harmonizing AI,” 351. 

38 Francis, “Generative AI,” 6. 

39 Daher, “Higher Education Students’ Perceptions,” 430. 
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developing familiarity, rules and trust in relation to GenAI in higher education.40 Law students who have engaged with GenAI 

during their legal education have the experience and knowledge to participate in the conversation on GenAI in legal education. 

They can offer unique perspectives through their lived experiences. Currently, literature that focuses on the views of law 

students in relation to GenAI as tools for learning is limited.41  

 

Buhari Bello et al. examined the views of undergraduate law students at Ahmadu Bellow University, Zaria on their awareness 

and the perceived ease of use and usefulness of ChatGPT.42 The study found that the law students were generally aware of 

ChatGPT and had a positive perception of its ease of use and usefulness.43 One study examined law students’ perceptions of 

GenAI in legal document translation.44 Empirical research on student perceptions of a GenAI-integrated ethics assessment 

found that student insights can help legal academics to design improved GenAI assessments.45 First-year law students in a 

property law course at the University of Denver were surveyed and their reflections demonstrated sophisticated and nuanced 

views on AI and the future of the legal profession.46 Surveyed law students at Peru State College who used GenAI in contract 

simulation activities in a legal environment and contract law course reported that, through the supported activities, they learned 

about GenAI capabilities, including benefits and limitations.47 They also reported that it helped them learn the subject matter, 

made learning more interesting and promoted their critical thinking.48 

 

Student perceptions of GenAI tools incorporated in a criminal law course at an Israeli law school were compared with 

perceptions of students in the same course that did not incorporate GenAI tools to assess the effectiveness of the different 

teaching approaches.49 Students who engaged with the GenAI tools reported a modest improvement in understanding and 

knowledge and a more substantial improvement in student engagement and ease of use.50 Student feedback was obtained on 

the integration of three different GenAI tools used as teaching aids in a law course on the principles of Hong Kong constitutional 

law.51 Overall, student feedback was positive for AI-generated quizzes and AI lecture transcription and summarisation, with 

many students reporting that using the AI tools improved their understanding of the subject matter, although students were less 

keen on an AI-powered chatbot.52  

 

The existing literature therefore acknowledges the importance of investigating GenAI technology in higher education from the 

perspectives of various stakeholders, particularly students, but that there is a noticeable gap in the research. To date, no 

published studies have examined the use of GenAI by practical legal training students. As law students in PLT engage with 

GenAI tools in the context of learning to ‘do’ law, a study specifically analysing PLT students’ perceptions of GenAI in practical 

legal education is warranted.  

 

3. Focus and Method 

 

3.1 Focus 
This study surveyed students on their use of GenAI in the QUT PLT Course in 2024. Data was collected from students over a 

seven-month period in 2024 using QUT’s closed survey platform, Qualtrics.  

 

The aim of this research was to evaluate how PLT students perceived the effectiveness, benefits and challenges of using GenAI 

tools in their legal studies, and how those perceptions varied based on prior knowledge, experience and demographic factors. 

Moreover, how does the use of GenAI in the PLT Course impact the development of critical thinking and practical legal skills 

of law students?  

 

 

 

 
40 Liu, ‘Generative AI,” 39–41. 

41 Head, “Assessing Law Students,” 12. 

42 Buhari Bello, Perceived Ease of Use. 

43 Buhari Bello, Perceived Ease of Use, 7. 

44 Khoiriah, “Law Students’ Perception.” 

45 Head, “Assessing Law Students,” 15. 
46 Bliss, “Teaching Law,” 124–125. 

47 Rolf, “Using Generative Artificial Intelligence,” 14. 

48 Rolf, “Using Generative Artificial Intelligence,” 13. 

49 Farber, “Harmonizing AI,” 353–358. 

50 Farber, “Harmonizing AI,” 357. 

51 Hargreaves, “ChatGPT,” 60–73. 

52 Hargreaves, “ChatGPT,” 72–73. 
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3.2 GenAI in the QUT PLT Course 

The PLT Course at QUT provides approved practical legal training, which satisfies the legal admission requirements for 

students wishing to practise law as legal practitioners in Queensland and is undertaken following completion of an 

undergraduate law degree.53 The participants in this study were two cohorts of students enrolled in the subject Lawyers Skills 

in August 2024, and four cohorts of students enrolled in the subject Career Skills between April and November 2024. There 

was no overlap of student enrolments between the two subjects, meaning data from each subject was distinct.  

 

Lawyers Skills runs for four weeks and gives students the opportunity to develop and demonstrate competence in ethics, 

professionalism, solicitor–client interviewing, negotiation, advocacy and wellness issues. In 2024, the Lawyers Skills unit did 

not incorporate GenAI technologies until a lecture on written communication was developed and delivered during the on-

campus ‘Intensive’ weeks. This lecture, which embedded GenAI, was presented to two student cohorts, whose data are included 

in this study. Career Skills (a four-week unit) requires students to apply an understanding of workplace productivity 

expectations and how to meet them, an awareness of how current and future technologies can facilitate the practice of law and 

legal communication skills, as well as to develop a professional profile.  

 

Of the four GenAI use cases in this study, three were embedded in Career Skills and involved mandatory assessment tasks. For 

three of the four cases, students engaged with a generic AI tool of their choice. QUT has approved Microsoft Copilot (powered 

by GPT-4) for student and staff use, but this was not mandated. Data was not gathered on students’ choice of GenAI tool. For 

the use case in this study that did not use a generic GenAI tool, students engaged with ‘Big Interview’, which is an AI tool 

piloted by QUT designed to help students build their professional profiles and assist with interview preparation.54 It allows 

students to participate in practice interviews and provides written feedback based on criteria commonly used by employers to 

assess candidates in real-world settings. 

 

The first GenAI use case was a legal research assessment task in Career Skills where, acting as solicitors, students were asked 

to conduct legal research for a client using traditional legal research methods and to write a referenced file note detailing the 

results. Then students were instructed to prompt a GenAI tool to investigate the same concepts and to critically analyse the 

output comparing it with their traditional research, making notes on any inaccuracies and missing information. Students were 

required to repeat the process of prompting and analysing the output for at least three iterations and until satisfied that the AI 

output was as close to the traditional research results as AI tool could provide. The assessment task was a written critical 

analysis of the GenAI output, the process of reaching the final output and of using GenAI for legal research.  

 

The second GenAI use case utilised the ‘Big Interview’ AI tool. Students formulated an answer to a mock interview question 

and then logged into ‘Big Interview’ and, with their camera on, video-recorded themselves answering the question and received 

AI feedback. Big Interview provides written feedback on overall performance, answer relevance, pace of speech, ‘um’ count 

per 100 words, vocabulary (using the Fleisch Kincaid grade level test), power words, filler words, pause counter, negative tone, 

length, authenticity score, volume and lighting.55 The assessment task was a written reflection on this use of ‘Big Interview’.  

 

The third use case was a Lawyers Skills lecture on written communication that integrated GenAI. In this session, students were 

introduced to the use of GenAI tools in written communication in legal practice and asked to consider their advantages (such 

as producing first drafts quickly and overcoming blank page syndrome)56 and disadvantages (such as bias and breaching client 

confidentiality). Then, acting in the role of solicitor, students used CoPilot to draft a client letter and concluded the session with 

a round-table discussion on the role of GenAI in legal written communication.  

 

The final use case was a written assessment in Career Skills requiring students to investigate the advantages and disadvantages 

of GenAI in legal practice and make an evidence-based written recommendation for its adoption or rejection in a fictional legal 

practice.  

 

Each of the use cases was designed to encourage students to engage with the GenAI tool in a critical, ethical and responsible 

manner. Students watched pre-recorded lectures that discussed the role of GenAI in legal practice, the capabilities and 

limitations of GenAI and the importance of verification of outputs. All students were given basic written instructions on how 

to create effective prompts as well as links to external resources for further guidance. The pre-recorded lectures available to all 

students were supplemented in Career Skills by an optional in-person workshop where prompting was explained and students 

 
53 Legal Profession Act 2007 (Qld) s 30. 

54 Big Interview, “Big Interview.” 

55 Big Interview Help Center, “VideoAI Feedback.” 

56 Chambers, “Vox PopulAI.” 
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were given hands-on experience prompting and analysing the outputs. The in-person lecture on written communication in 

Lawyers Skills emphasised the ethical use of AI in legal practice and explained prompting. Students were given written 

instructions and a pre-recorded lecture on the ‘Big Interview’ tool.  

 

3.3 Method – Study of QUT PLT Students 

I used voluntary and anonymous surveys to evaluate students’ perceptions of the integration of GenAI in the PLT Course. The 

surveys for both subjects comprised three parts. The first collected demographic information on gender and self-evaluation of 

prior understanding and experience with GenAI. Questions on self-assessed knowledge and competencies were influenced by 

survey questions used in a study of university law students’ self-perceived digital competencies.57 The second part of the 

surveys asked students to rate their responses to questions posed in relation to the GenAI use cases on a scale of 0 to 100. The 

third part asked open-ended questions and invited participants to record their views on GenAI. The combination of open-ended 

questions and scaled questions allowed for a nuanced array of insightful feedback. 

 

The Career Skills’ surveys received 15 responses (44 per cent of all enrolled students) and the Lawyers Skills’ surveys received 

44 responses (67 per cent of all enrolled students). All 59 responses were reviewed to identify potential themes.  

 

4. Findings 
 

The findings reveal that QUT PLT students had differing levels of prior experience with GenAI, with some using it for the first 

time during the PLT Course, while most had at least limited familiarity. Although understanding of the capabilities of GenAI 

improved following all use cases, students remained cautious about the integration of GenAI in future legal practice, particularly 

for legal research, written communication and evaluating video-based performance. Students expressed an interest in exploring 

a range of AI tools, especially those tailored to legal practice. There was some interest expressed in developing more effective 

prompting skills. Overall students reported positive learning outcomes, increased AI literacy and a greater confidence in 

entering a changing legal profession shaped by GenAI technologies. 

 

4.1 Previous Awareness of Possible Uses of GenAI  

Students were asked to evaluate their prior awareness of GenAI uses before commencing the subjects. Respondents in Career 

Skills exhibited lower levels of prior awareness than those in Lawyers Skills (Table 1).  

 

Table 1. Previous awareness of possible uses of GenAI 

 

Statement: How would you describe your awareness of possible uses of GenAI prior to commencing this subject? 

 

Subject Response n % 

Lawyers skills No previous awareness 2 5 

 Limited previous awareness 9 20 

 Average previous awareness 15 34 

 Above-average previous awareness 12 27 

 Extensive previous awareness 6 14 

Career skills No previous awareness 0 0 

 Limited previous awareness 6 40 

 Average previous awareness 4 27 

 Above-average previous awareness 4 27 

 Extensive previous awareness 1 7 

 

 

 
57 Martzoukou, “A Study of University Law Students.” 
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4.2 Previous Experience Using GenAI  

A significant portion of Career Skills respondents (73 per cent), compared with 48 per cent in Lawyers Skills, reported having 

limited or no experience using GenAI (Table 2). Over half of the respondents in Lawyers’ Skills had average to extensive 

experience. 

 

Table 2. Previous experience using GenAI 

 

Statement: How would you describe your previous experience using GenAI prior to commencing this subject? 

Subject Response n % 

Lawyers skills No previous experience 5 11 

 Limited previous experience 16 36 

 Average previous experience 10 23 

 Above-average previous experience 8 18 

 Extensive previous experience 5 11 

Career skills No previous experience 6 40 

 Limited previous experience 5 33 

 Average previous experience 1 7 

 Above-average previous experience 3 20 

 Extensive previous experience 0 0 

 

4.3 Results of GenAI Use Cases 

4.3.1 Legal Research 

Table 3 records average scores for respondents in relation to using GenAI for legal research in Career Skills. Respondents felt 

the legal research task increased their understanding of GenAI’s capacity to conduct legal research (73) and that using GenAI  

would benefit their future practice of law (73). Respondents were neutral about whether the task enhanced their understanding 

of the subject matter (52) and only moderately agreed that verifying the AI outputs helped to develop their analytical and critical 

thinking skills (67) and that using GenAI was quicker than traditional research (67). Respondents only slightly agreed that using 

GenAI for legal research was beneficial (64), and that the best approach was using GenAI in conjunction with their own research 

and critical analysis skills (66). Students strongly agreed (99) that human input is important when using GenAI for legal research 

and that they (humans) are better at legal research than GenAI (83). When asked how likely it was that they would use GenAI 

in the future for legal research, the average score was a low 46. 
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Table 3. GenAI for legal research 

 

Statement – rate using a sliding scale 0–100 Average 

Do you feel that using Gen AI in this task allowed you to engage with technology that will help your practice 

of law in the future? 

73.33 

Did the legal research task increase your understanding of the capacity of GenAI to do legal research? 72.53 

Do you think this task demonstrated that legal research using Gen AI is beneficial? 63.73 

Do you think this task demonstrated that legal research using Gen AI is quicker than when using traditional 

methods that do not include the use of Gen AI? 

66.53 

Did this task lead you to believe that Gen AI used in conjunction with your own research and critical analysis 

skills, is the best approach to legal research? 

66.33 

How important do you think human input is when using Gen AI for legal research? 98.53 

Did your use of GenAI for legal research enhance your understanding of the subject matter 51.67 

Did the process of critically analysing the GenAI results help you develop your analytical and critical 

thinking skills? 

67.07 

Statement – rate using a sliding scale 0-100 Average 

Did this task lead you to believe that you (humans) are better at legal research than GenAI? 82.53 

How likely are you to use GenAI in the future for legal research? 45.93 

Do you feel you were given guidance and support regarding the use of GenAI? 77.33 

 

 

4.3.2 AI Feedback on a Video Recording 

Table 4 records average scores on the ‘Big Interview’ task in Career Skills. Respondents agreed that it demonstrated the capacity 

of GenAI to give feedback (72) and increased their understanding of GenAI capabilities (76). Respondents moderately agreed 

that the GenAI feedback gave them confidence in their performance (66) and only slightly agreed that it helped identify areas 

for improvement (62) and was a beneficial learning experience (64). Respondents were not particularly interested in using the 

technology in the future (54). 

 

Table 4. GenAI for feedback on a video recording 

 

Statement – rate using a sliding scale 0–100 Average 

Did this task demonstrate the capacity of GenAI to give feedback on a video recording answering practice 

interview questions and/or a presentation? 

72.40 

Did this task increase your understanding of the capacity of GenAI to give feedback on a video recording 

answering practice interview questions and/or a presentation? 

76.00 

Rate how helpful the Gen AI feedback on your video recording was. 62.27 

Did the process of receiving Gen AI feedback on your video recording give you confidence about your 

performance in the recording? 

65.60 

Rate how effective the Gen AI feedback on your video recording was in helping you identify areas for 

personal improvement. 

61.60 

Did you find the integration of GenAI in this task beneficial to your learning experience? 64.40 

How likely are you to use GenAI technology for feedback on an interview answer and/or presentation in the 

future? 

53.73 
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4.3.3 Investigation into Pros and Cons of Using GenAI in Legal Practice 

The investigation into the pros and cons of using GenAI in legal practice in Career Skills increased respondents’ understanding 

of the capacity of GenAI to help facilitate the practice of law (73) and of the benefits (74) and ethical considerations (84) 

involved with its use in legal practice (Table 5). However, students were neutral regarding their willingness to recommend the 

use of GenAI in legal practice based on their investigations (55). 

 

Table 5. Investigating the Pros and Cons of GenAI in Legal Practice 

 

Statement – rate using a sliding scale 0–100 Average 

Did this task increase your understanding of the capacity of GenAI to help facilitate the practice of law? 73.40 

Did this task increase your understanding of the benefits of using GenAI in legal practice? 73.93 

Did this task increase your understanding of ethical considerations involved with the use of GenAI in legal 

practice? 

83.53 

Do you think it is a good idea for PLT students to investigate the pros and cons of using GenAI technology 

in legal practice? 

87.29 

Would you be willing to recommend the use of GenAI in practice based on your investigation in this task? 54.67 

For those on-campus students who participated, how helpful was the interactive workshop in increasing your 

understanding of the use of GenAI in legal practice? 

70.50 

 

 

4.3.4 Written Communication 

Table 6 shows average scores in relation to the lecture on written communication embedding GenAI in Lawyers Skills. 

Respondents slightly agreed that it increased their understanding of the capacity of GenAI to be used for written communication 

(64) and that using GenAI was easier (62) and quicker (67) than writing their own communication. Respondents found that 

using GenAI for written communication in legal practice was beneficial (72) and that additional prompts might improve the 

written communication generated by AI (70). However, respondents were only slightly interested in learning how to better 

prompt GenAI to produce written communication (63). Respondents strongly agreed that human input is important when using 

GenAI for written communication (93). Respondents said they were only marginally likely to use GenAI in the future for 

written communication (60). 
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Table 6. GenAI for written communication 

 

Statement – rate using a sliding scale 0–100 Average 

Do you feel that using AI in this lecture allowed you to engage with technology that will help your practice 

of law in the future? 

65.44 

Did the lecture on written communication increase your understanding of the capacity of GenAI to be used 

for written communication? 

63.50 

Do you think this task demonstrated that using Gen AI for written communication is beneficial? 71.91 

Statement – rate using a sliding scale 0-100 Average 

Based on your experience in this lecture, do you think using written communication generated by Gen AI 

will make it easier for you to write your own communication? 

61.68 

Based on your experience in this lecture. do you think that using written communication generated by Gen 

AI will make it quicker for you to write your own communication? 

66.77 

Do you feel that, with additional prompts, Gen AI might output improved written communication that you 

could use? 

70.02 

Would you like to learn how to better prompt Gen AI to produce written communication? 62.66 

Did the process of analysing the GenAI written communication help you develop your analytical and critical 

thinking skills? 

61.35 

Based on your experience in this lecture, do you think Gen AI used in conjunction with your own written 

communication skills is the best approach to written communication? 

59.39 

How important do you think human input is when using Gen AI for written communication? 92.58 

How likely are you to use GenAI in the future for written communication? 60.34 

 

 

4.3.5 Use Cases Ranked According to Reported Increased Understanding of the Capacity of GenAI 

As presented in rank order in Table 7, all GenAI use cases increased respondents’ understanding of the capacity of GenAI with 

the ‘Big Interview’ activity first (average score of 76). 

 

Table 7. Increased Understanding of Possible Uses of GenAI Ranked 

 

Statement – rate using a sliding scale 0–100 your increased understanding of the capacity of GenAI Average 

1. Big Interview task 76 

2. Investigation into the pros and cons of using GenAI in legal practice  73.40 

3. Legal research task  72.53 

4. Written communication lecture 63.50 
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5. Discussion 
 

Student perceptions can provide evidence of the effectiveness of teaching, curriculum design and student approaches to 

learning.58 The data show PLT students’ competency and enthusiasm for engaging with GenAI tools. While some had no prior 

experience with GenAI, most had at least a limited experience. Interest was expressed in exploring a variety of AI tools, 

especially law-specific tools, and in learning prompting skills. The AI tool that most effectively enhanced comprehension of 

GenAI’s capabilities was not a general-purpose GenAI tool, but rather one tailored for the specific task of giving feedback on 

a practice interview answer (Big Interview). Across all use cases, students reported increased comprehension of GenAI’s 

capabilities. However, they remained somewhat sceptical about its performance compared with their own abilities, particularly 

in areas such as written communication and legal research. Nonetheless, having used GenAI in the PLT Course, students 

reported feeling a greater sense of readiness for entry to a legal profession where GenAI is becoming increasingly prevalent. 

 

5.1 Previous Awareness of and Experience with GenAI 

This study found that QUT PLT students’ prior awareness of and experience with GenAI were unevenly distributed. Career 

Skills’ respondents exhibited lower levels of prior awareness and experience compared with Lawyers Skills’ respondents 

(Tables 1 and 2). This indicates that Career Skills students may have a heighted need for instruction and hands-on experience 

with GenAI during their studies. This is supported by Daher and Hussein, who recommend that individual background variables 

need to be taken into consideration when planning the use of GenAI tools in educational settings.59 Students are not starting 

from an equal position, and some may have a greater need to engage with GenAI to compensate for knowledge and skill 

deficits.60  

 

Around a third of respondents had above-average or extensive previous awareness of GenAI (41 per cent for Lawyers Skills 

and 34 per cent for Career Skills – see Table 1), while only around a quarter of respondents had above-average or extensive 

previous experience with GenAI (29 per cent for Lawyers Skills and 20 per cent for Career Skills – see Table 2). These results 

indicate a clear opportunity for students in both subjects to engage with GenAI to raise their level of awareness and to gain 

experience.61  

 

Several broad factors not investigated in this study may have influenced participants’ awareness of and experience with GenAI. 

Participants may not previously have studied subjects that integrated GenAI because their academic staff had not yet 

incorporated GenAI into teaching and learning.62 Student levels of awareness and use of GenAI can be shaped by the extent to 

which each university discipline discusses GenAI tools directly with students.63 Given that QUT PLT students have graduated 

from a range of Australian law schools, the instruction they received on GenAI in their undergraduate legal education varied. 

 

5.2 Using GenAI in the PLT Course 

5.2.1 GenAI Capability 

One reported benefit of hands-on experience with GenAI is enhanced student understanding of GenAI.64 The data in this study 

support this, with respondents reporting that all use cases increased their understanding of the capabilities of GenAI (Table 7). 

When they were asked to rate the use cases based on improving their understanding of the capacity of GenAI, respondents gave 

the highest average score to the ‘Big Interview’ activity (76), followed by the pros and cons investigation (74) and the lega l 

research task (73). The written communication lecture scored the lowest (64), suggesting it was not very effective in improving 

student understanding of the use of GenAI for written communication in legal practice.  

 

5.2.2 GenAI Tools 

Respondents found the ‘Big Interview’ task effective in demonstrating how GenAI has the capacity to give feedback on a video 

recorded answer (72 – Table 4). Nonetheless, respondents reported that they were unlikely to use GenAI for feedback on a 

video recording in the future (54 – Table 4). Several respondents expressed dissatisfaction with the quality of feedback provided 

by the ‘Big Interview’ tool: ‘The feedback tool appeared to be set at a level well below that of an Australian Legal Practitioner. 

I practised using simple language and understandable short phrases with pauses for comprehension. The AI considered these 

 
58 Darwin, “Moving beyond Face Value,” 734. 

59 Daher, “Higher Education Students’ Perceptions,” 15:14. 

60 Kelly, “Generative Artificial Intelligence,” 9. 

61 Ventura, ‘Unlocking the Future,” 1142. 

62 Kelly, “Generative Artificial Intelligence,” 9. 

63 Kelly, “Generative Artificial Intelligence,” 10. 

64 Chan, “Students’ Voices,” 13. 
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attributes negatively.’ Another respondent stated: ‘Unhelpful. The entire experience was so generic.’ Another criticism was 

‘the emotionless manner that feedback was given’. 

 

Some scholars argue that the successful integration of GenAI into legal education depends on the quality of the GenAI tool 

used. Students in a Hong Kong constitutional law course who used a basic chatbot for revision that could only respond with 

information directly from PowerPoint slides were ambivalent about its value compared with other AI tools they used in the 

course.65 I suggest that there is scope for the integration of AI tools that provide personalised feedback and immediate support 

in law courses, provided the tools are high quality. The cost of AI tools is an important factor shaping universities’ decisions 

about which to integrate in legal education.66 One respondent reflected on the learning experience using ‘Big Interview’: ‘The 

AI was useful in that there was no need to schedule someone to either do a mock interview or to mark my recording. It also 

made writing the reflection on the feedback more efficient.’ Scholars have reported that the benefits of using GenAI for 

personalised and real-time feedback include enhanced student learning67 and the ability for students to learn at any time of the 

day without having to wait for a teacher.68   

 

A medical education trial demonstrated the effectiveness of a Virtual Operative Assistant that provided objective auditory 

feedback using a human-like voice.69 The feedback was designed to replicate real-life training based on an apprenticeship model 

and was delivered to medical students performing simulated surgery.70 There is potential for this sort of speaking AI assistant 

to be used in legal education to give feedback to law students in simulated legal exercises. The use of AI for simulated 

experiences has been implemented in clinical legal education settings and found to be beneficial to the learning process.71 A 

bot has been developed to improve law students’ advocacy skills in a simulated courtroom environment.72 The researchers in 

the Virtual Operative Assistant study caution that AI teaching platforms should be constructed carefully and evaluated 

rigorously to assess the transferability of expertise to real-life scenarios, as these AI systems cannot always tailor feedback in 

a contextually appropriate manner.73 In this study, many respondents felt the ‘Big Interview’ tool could not provide adequate 

feedback. One respondent commented: ‘It was so lacklustre. There’s no depth to the feedback at all.’ Another said that what 

most surprised them about the feedback it gave was ‘how much it struggled to provide useful criticism’. Another reported: 

‘There was not much new information given. I already knew most of the weak areas that the AI picked up on’ and yet another 

stated: ‘I’d be curious if it can actually evaluate the answer and not just visual or verbal cues.’  

 

Respondents in this study expressed an interest in trialling GenAI tools that draw on authorised legal databases and tools 

designed for legal applications. One argument that has emerged in support of integrating law-specific AI technologies in legal 

education is that lawyers are starting to adopt these tools in practice.74 I suggest that the more important reason for law students 

to be introduced to law specific applications is so they can critically engage with the limitations of these tools, including their 

potential to make mistakes or fabricate information. Research on the leading three law-specific AI tools for legal research found 

they are not hallucination-free and sometimes provide inaccurate or incomplete responses.75 A 2025 study that compared the 

performance of generic AI tools and a law-specific tool to answer general law questions found that while the law-specific tool 

performed better than the generic applications, it still outputted inaccuracies, incomplete responses and hallucinations.76 A 

participant in this study stated: ‘AI tools that only draw from authorised law reports will be highly valuable when available.’ 

This perspective may reflect a broader over-estimation of the capabilities of law-specific AI tools by law students who have 

not yet experimented with them or been taught about their limitations. While exposure to law-specific tools might be useful to 

demonstrate their capability compared with generic AI tools, such exposure must include guidance on the need for students to 

fact check their outputs. 

 

5.2.3 Student Learning  

Respondents in this study were generally neutral about whether using GenAI was beneficial for their learning, giving an average 

rating of only 52 that using GenAI for legal research increased their understanding of the subject matter (Table 3). This finding 

 
65 Hargreaves, “ChatGPT,” 73. 

66 Serra, “AI Lawyering Skills,” 100. 
67 Wang, “What Matters.” 

68 Ventura, ‘Unlocking the Future,” 1136; Chan, “Students’ Voices,” 13. 

69 Mirchi, “The Virtual Operative Assistant.” 

70 Mirchi, “The Virtual Operative Assistant,” 11. 

71 Hargreaves, “Words are Flowing,” 92. 

72 Serra, “AI Lawyering Skills.” 
73 Mirchi, “The Virtual Operative Assistant,” 12. 

74 Bliss, “Teaching Law,” 115, 137. 

75 Magesh, “Hallucination-Free?,” 13. 

76 Munir, “Evaluating AI,” 5–8. 
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is supported by the results of another study which found that a GenAI-integrated ethics assessment did not materially assist 

students with their substantive legal knowledge.77 Even though participants in this study who used GenAI for legal research 

were first required to conduct traditional legal research and to use it to help verify the accuracy of the GenAI outputted legal 

research, they did not find this process of critical analysis overly effective, giving an average rating of only 67 that it helped 

develop their analytical and critical thinking skills (Table 3). Respondents gave an average score of only 61 that analysing 

GenAI-outputted written communication helped develop their analytical and critical thinking skills (Table 6). Respondents 

were also neutral about whether integrating ‘Big Interview’ GenAI technology in the curriculum was beneficial for their 

learning, giving it an average rating of 64 (Table 4). The perception of respondents in this study that GenAI did not make any 

meaningful improvement in their learning is supported by emerging research, which found a decrease in learning skills caused 

by GenAI. A 2025 study by scientists at MIT on the effect of brain function when using ChatGPT for essay writing found that 

it impacted cognitive development, diminished critical enquiry, increased vulnerability to manipulation and decreased 

creativity.78  

 

5.2.4 Improved Job-readiness 

The data shows that engaging with GenAI gave respondents a general sense of feeling better prepared for future legal practice. 

Respondents reported that using GenAI for legal research was beneficial for their future practice of law (73 – Table 3), but 

were more neutral on the usefulness of the written communication lecture (65 – Table 6). They reported that the pros and cons 

investigation increased their understanding of the benefits of using GenAI in legal practice (74 – Table 5), but students were 

unwilling to recommend its use (55 – Table 5).  

 

Not all respondents felt the integration of GenAI in the PLT Course was necessary.  One respondent suggested that further 

development of GenAI technology is needed before it can be embedded effectively:  

 
I think GenAI is still too much in its infancy to be something we really have to investigate deeply in assessment. In even 

the next three to five years, it’s going to get even more advanced and be even more relevant for students to understand. But 

right now, the exercises feel a little redundant. 

 

Nonetheless, there is growing support for law schools to actively nurture students’ AI literacy to adequately prepare them for 

an emerging job market,79 especially given the increased adoption of AI tools in legal practice reported above. Researchers 

involved in a 2025 empirical research study on how GenAI is being used across the legal profession in Australia suggest that 

if law students are taught how to use GenAI tools during their studies, they will be able to engage with them in legal practice.80 

Alimardani proposes that developing law students’ ability to know when to appropriately use GenAI and how to critically 

assess its output is crucial to ensure they can then apply those skills after graduation in their professional legal careers.81  

One respondent in this study made the following suggestion on the integration of GenAI:  

 
Rules for AI use in legal practice should be developed to address quality and ethical considerations. Even if initially, they are 

developed and presented at the PLT level for use in assignments where part of the assessment is the oversight of the human 

to ensure compliance with legal requirements. 

 

This suggestion is supported by literature that recommends law students should not only learn to use GenAI tools during their 

studies, but that should be taught about the ethical risks of GenAI used in both university and professional contexts.82 Ajevski 

et al. recommend that having discussions with law students about how misuse of GenAI at university can breach academic 

integrity policies and impact their future admission to the profession can also assist in emphasising the importance of the ethical 

use of GenAI in legal practice.83 In Queensland, a finding of academic misconduct impacts the determination of a law student’s 

suitability when seeking admission to practise law.84 It can preclude a graduate from admission to the profession.85 Courts in 

other states and territories in Australia have made similar findings.86 

 
77 Head, “Assessing Law Students,” 13. 
78 Kosmyna, “Your Brain on ChatGPT,” 141. 

79 Migliorini, “The Case for Nurturing AI Literacy,” 13. 

80 Robb, It’s the End of the World, 24. 

81 Alimardani, “Borderline Disaster,” 8. 

82 Head, “Assessing Law Students,” 14–15; Robb, It’s the End of the World, 31. 

83 Ajevski, “ChatGPT,” 363. 

84 Legal Profession Act 2007 (Qld) s 37. 

85 “Re an Appln by AJG for Admission as a Solicitor of The Supreme Court of Queensland BC200401539.” 

86 Dal Pont, Lawyers Professional Responsibility, 54. 
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Participants in this study emphasised the importance of being taught about potential risks and the responsible and ethical use 

of GenAI in legal practice. Respondents strongly agreed that the investigation into the pros and cons of using GenAI in legal 

practice was effective in teaching the ethics of using GenAI, giving an average score of 84 that the investigation increased their 

understanding of ethical considerations involved with using GenAI in legal practice (Table 5). They were firmly of the view 

(87) that it is a good idea for PLT students to investigate the benefits and risks of using AI in legal practice.  

 

The value of incorporating a critical examination of GenAI uses in legal practice into legal education, is reflected in the 

following comments from respondents: ‘I do think it’s a good way of highlighting the benefits and pitfalls of using AI before  

anyone enters practice’; ‘Highlighting dangers is important, such as inputting potentially confidential information’; and ‘It is a 

good idea to have students do their own investigation on GenAI’. One respondent suggested that ‘an exercise on advantages 

and also potential disasters when using AI would improve student experience with the software and reinforce the idea of 

technology as a tool and a threat, depending on the user’.  

 

5.3 Concerns and Challenges with Using GenAI 

Respondents had several concerns relating to GenAI, including the quality and reliability of its outputs, ethics and the negative 

impact it might have on the development of the competencies required of a legal practitioner.  

 

5.3.1 Quality and Reliability 

Commenting on the quality and reliability of GenAI for legal research, one respondent stated: ‘There is nothing that GenAI can 

do for research that a human can’t, and any answers that it gives must be checked as it has a tendency to be incorrect. This 

means any research essentially must be done twice.’ This negative perception is reflected in the average score of only 46 that 

students gave when rating the likelihood of them using GenAI for future legal research (Table 3). Respondents also had limited 

enthusiasm for using GenAI for written communication, giving an average score of only 60 as to the likelihood of using it 

(Table 6). Respondents reported that they were also unlikely to use GenAI technology for feedback on an interview answer or 

presentation in the future (see Table 4). 

 

Respondents were neutral regarding whether the best approach to legal research is GenAI used in conjunction with their own 

research and critical analysis skills (66, Table 3). They did not think this combined approach was best for written 

communication in legal practice (59 – Table 6). Respondents felt strongly that humans are better at legal research than GenAI 

(83, Table 3). Nearly all respondents agreed that human input is important when using GenAI for legal research (average score 

of 99 – Table 3) and written communication (93, Table 6). One student stated: ‘Human quality assurance by appropriately 

experienced legal practitioners is essential where AI is used for legal work.’ 

 

These sentiments were shared by students in another study who reported feeling better prepared and less concerned about AI 

threatening their future careers after experimenting with the technology and noticing its limitations and how the human elements 

of legal practice could not be replicated by AI.87 Ajevski et al. suggest that an important aspect of teaching AI technologies in 

law schools is having discussions with law students about the skills they possess and bring to their future careers as legal 

practitioners – skills that technology cannot replicate.88 Humans in legal practice can think innovatively, use their judgement 

to consider different perspectives and choose the best course of action, feel empathy and human connection and provide nuanced 

advice.89 

 

5.3.2 Skills Development 

Despite learning about some of the limitations of GenAI, participants in this study still reported concerns about the potential 

for GenAI to erode the acquisition and development of the fundamental skills required to be a legal practitioner. A respondent 

reflected: 

 
I think there’s been a craze to embrace AI technology like it’s the new iPhone, but ultimately it will lead to the erasure of 

basic communication skills as professionals increasingly rely on AI to write material for them without critically analysing 

it. I suppose it could be used to supplement manual drafting, but if you have to double check every line you may as well 

write the whole thing yourself anyway. There are no shortcuts for experience, and an experienced solicitor would not need 

this tool. Students shouldn’t rely on it in lieu of gaining actual experience. 

 
87 Bliss, “Teaching Law,” 125. 

88 Ajevski, “ChatGPT,” 363. 

89 Migliorini, “The Case for Nurturing AI Literacy,” 10–11. 
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One respondent echoed these sentiments: ‘GenAI does not help with issues of grammar and punctuation. Relying too much on 

AI will not improve skills but rather mask the inability to write clearly.’ Others said: ‘It’s important that lawyers don’t get the 

impression that assisted writing can replace improving upon writing for themselves’ and ‘I feel like people need to first learn 

how to professionally write a letter before using AI. I learnt this invaluable skill through professional work experience and 

having older mentors.’ 

 

Given these concerns and fears expressed by some participants in this study, it is important for educators to emphasise to law 

students that engaging with GenAI will not be to the detriment of the development of traditional legal skills. This is supported 

by scholars who recommend a balanced approach where changes to legal education are considered and intentional, and where 

GenAI complements traditional legal teaching methods.90 This is important, as even though some law graduates will engage 

with GenAI immediately upon their entry to the profession, others may be more reliant on traditional legal skills.91 

 

5.4 AI Literacy 

5.4.1 Prompting 

Some respondents expressed an interest in improving their GenAI competencies, particularly how to craft better prompts to 

achieve more detailed and reliable outputs. One respondent reflected: ‘Gen AI can only deliver good responses to good prompts 

and great responses to great prompts.’ Another respondent suggested: ‘Introduce how to structure practical AI prompts to create 

useful AI workflows for close to complete legal material in practice.’ Scholars propose that understanding how to choose 

phrases, words and sentences to influence the AI-generated response is central to a tailored education experience using GenAI,92 

and is essential for both university educators and students.93 Head and Willis contend that teaching law students to prompt and 

evaluate the outputs can also help them to better understand and responsibly use GenAI in their academic and professional 

lives.94  

 

Even though some respondents in this study expressed an interest in improving their prompting skills, others were not 

particularly interested in learning how to better prompt GenAI to produce written communication (63 – Table 6). This lack of 

interest is not necessarily a pedagogical concern for educators, as recent research suggests that although prompting is now 

considered an important skill for inclusion in legal education, as GenAI technologies continue to improve, it may be less 

relevant to critical analysis skills, which are needed to verify and interrogate GenAI outputs.95 Alimardani recommends that 

legal educators should place greater emphasis on developing students’ critical analysis skills,96 especially given the risk of 

heightened confidence and over-reliance on GenAI outputs, which diminishes the rigor of critical evaluation of the outputs.97 

 

5.4.2 Instruction on GenAI 

In this study, respondents felt that they were given adequate guidance and support to use GenAI for legal research (77). Yet, of 

all survey questions, they gave the lowest average score to the question asking about the likelihood of them using GenAI for 

legal research in the future (46 – Table 3). This suggests that instruction alone may not be sufficient for students to learn GenAI 

skills and that they may also need guided practice and instructor feedback.  

 

A combination of in-person and online instruction is the best approach for teaching GenAI skills. In-person lessons give students 

the opportunity to practise using AI tools and to receive feedback on their attempts, as demonstrated in another study that found 

in-class lessons were useful, especially for students with little or no experience of GenAI.98 Alimardani proposes that a well-

defined, structured GenAI program should be developed for the entire duration of a student’s university degree  because even if 

students are provided with explicit instructions on and practical opportunities to use AI tools effectively and responsibly, they 

may not fully engage with or apply those lessons effectively.99 I agree, and suggest that students should receive instruction and 

practice using GenAI in both undergraduate law and PLT Courses.  

 
90 Farber, “Harmonizing AI and Human Instruction in Legal Education,” 361; Goswami, Revolutionizing Legal Education: The Role of 

Artificial Intelligence in Shaping the Future of Law Teaching and Learning, 24. 
91 Robb, It’s The End of the World, 25. 
92 Cain, “Prompting Change,” 52. 

93 Francis, “Generative AI,” 7. 

94 Head, “Assessing Law Students,” 14. 
95 Robb, It’s The End of the World, 27. 

96 Alimardani, “Generative Artificial Intelligence,” 812–813. 

97 Alimardani, “Borderline Disaster,” 8. 

98 Rolf, “Using Generative Artificial Intelligence,” 15. 

99 Alimardani, “Borderline Disaster,” 9. 
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As to who will teach GenAI skills, while some scholars view computer scientists and software engineers as best equipped to 

develop and deliver courses for legal education,100 it is legal educators who have taken on the work for GenAI initiatives. Some 

have only just begun to think about the technology themselves and are not familiar with the tools available.101 This places a 

significant burden on educators operating in a resource-constrained environment to keep up with GenAI technological 

advances.102 I support the view of Head and Willis that the challenge for universities is to provide necessary resources and 

support for legal academics to gain the GenAI skills that are urgently required to teach and assess law students in a GenAI 

disrupted world.103 

 

6. Limitations and Future Research 
 

Several limitations apply to this study. Respondents made self-assessments about their prior GenAI awareness, experience and 

perceptions of GenAI tools, and these are subjective and can be inaccurate. The sample size was small, and all students were 

from the QUT PLT Course. However, as an approved practical legal training course, the QUT PLT Course complies with 

competency standards to ensure PLT students attain the prescribed knowledge, values, attitudes and skills required to practise 

law competently, so it shares similarities with other Australian practical legal training courses.104 Future research could build 

on these findings, exploring how student perceptions change over time and considering the impact of GenAI in legal education 

on employment outcomes for law students. 

 

7. Conclusion 
 

This article has reported on the findings of QUT PLT students’ perceptions of the effectiveness, benefits, and challenges of 

using GenAI tools in practical legal education. Most students had encountered GenAI before and reported that engaging with 

the use cases improved their AI literacy, although they remained cautious about the use of GenAI in future legal practice, 

particularly for legal research and written communication. The findings underscore the importance of providing students with 

targeted instruction and practical opportunities to engage with GenAI tools during their legal studies and the value of seeking 

student feedback on those experiences. Doing so will identify risks and gaps, support the ethical and responsible adoption of 

GenAI and build professional readiness. Student insights help shape pedagogically sound decisions on the integration of GenAI 

tools into legal education, ensuring law students are well prepared for future legal practice in which the use of GenAI technology 

is ubiquitous.  

  

 
100 Hildebrandt, “Grounding Computational Law,” 123. 

101 Bliss, “Teaching Law,” 147–148. 
102 Robb, It’s The End of the World, 10. 
103 Head, “Assessing Law Students,” 15. 
104 PLT Competency Standards for Entry Level Lawyers. 



Advance online publication         Landy 

 17  
 

Bibliography 

 
Ajevski, Marjan, Kim Barker, Andrew Gilbert, Liz Hardie and Francine Ryan. “ChatGPT and the Future of Legal Education 

and Practice.” The Law Teacher 57, no 3 (2023): 352–364. https://doi.org/10.1080/03069400.2023.2207426.  

Ali, Omar, Peter A. Murray, Mujtaba Momin, Yogesh K. Dwivedi and Tegwen Malik. “The Effects of Artificial Intelligence 

Applications in Educational Settings: Challenges and Strategies.” Technological Forecasting and Social Change 199 

(2024): 123076. https://doi.org/10.1016/j.techfore.2023.123076.  

Alimardani, Armin. “Borderline Disaster: An Empirical Study on Student Usage of GenAI in a Law Assignment.” IEEE 

Transactions on Technology and Society (2025): 1–10. https://doi.org/10.1109/TTS.2025.3540978.  

Alimardani, Armin. “Generative Artificial Intelligence vs. Law Students: An Empirical Study on Criminal Law Exam 

Performance.” Law, Innovation and Technology 16, no 2 (2024): 777–819. 

https://doi.org/10.1080/17579961.2024.2392932.  

Big Interview. “Big Interview.” Accessed October 6, 2024. https://www.biginterview.com/.  

Big Interview Help Center. “VideoAI Feedback.” https://support.biginterview.com/en/article/videoai-feedback-9vhrsb  

Bliss, John. “Teaching Law in the Age of Generative AI.” Jurimetrics Journal 64 (2024): 111–161. 

Buhari Bello, Sadiq, Zubairu Abubakar, Muhammad Sani Abdurrahman, Abubakar Bashir and Jamilu Argungu. “Perceived 

Ease of Use and Usefulness of Artificial Intelligence ChatGPT Among Undergraduate Law Students of Ahmadu Bello 

University.” International Conference of Law and Contemporary Societal Issues, Ahmadu Bello University Zaria, 2024. 

Cain, William. “Prompting Change: Exploring Prompt Engineering in Large Language Model AI and Its Potential to 

Transform Education.” TechTrends 68 (2024): 47–57. https://doi.org/10.1007/s11528-023-00896-0.  

Chambers, Sarah. “Vox PopulAI: Lessons from a Global Law Firm’s Exploration of Generative AI.” Ashurst. 

https://www.ashurst.com/en/insights/vox-populai-lessons-from-a-global-law-firms-exploration-of-generative-ai.  

Chan, Cecilia Ka Yuk and Wenjie Hu. “Students’ Voices on Generative AI: Perceptions, Benefits, and Challenges in Higher 

Education.” International Journal of Educational Technology in Higher Education 20, no 1 (2023): 43. 

https://doi.org/10.1186/s41239-023-00411-8.  

Choi, Jonathan H., Kristin E. Hickman, Amy B. Monahan and Daniel Schwarcz. “ChatGPT Goes to Law School.” Journal of 

Legal Education 71, no 3 (2021): 387–400. https://jle.aals.org/home/vol71/iss3/2.  

Daher, Wajeeh and Asma Hussein. “Higher Education Students’ Perceptions of GenAI Tools for Learning.” Information 15, 

no 7 (2024): 7. https://doi.org/10.3390/info15070416.  

Dal Pont. Lawyers Professional Responsibility. Sydney: Thomson Reuters, 2020.  

Darwin, Stephen. “Moving Beyond Face Value: Re-envisioning Higher Education Evaluation as a Generator of Professional 

Knowledge.” Assessment & Evaluation in Higher Education 37, no 6 (2012): 733–745. 

https://doi.org/10.1080/02602938.2011.565114.  

Farber, Shai. “Harmonizing AI and Human Instruction in Legal Education: A Case Study from Israel on Training Future 

Legal Professionals.” International Journal of the Legal Profession 31, no 3 (2024): 349–363. 

https://doi.org/10.1080/09695958.2024.2430018.  

Francis, Nigel J., Sue Jones and David P. Smith. “Generative AI in Higher Education: Balancing Innovation and Integrity.” 

British Journal of Biomedical Science 81 (2025): 1–9. https://doi.org/10.3389/bjbs.2024.14048.  

Goswami, Parineeta. Revolutionizing Legal Education: The Role of Artificial Intelligence in Shaping the Future of Law 

Teaching and Learning. 4 February 2025. http://dx.doi.org/10.2139/ssrn.5123719.  

Guihot, Michael and Lyria Bennett Moses. Artificial Intelligence, Robots and the Law, 2nd ed. Sydney: LexisNexis, 2025. 

Hargreaves, Stuart. “ChatGPT & Other Generative AI Tools as University Teaching Aida.” Legal Education Review 35, no 1 

(2025): 55–74. https://doi.org/10.53300/001c.137110.  

Hargreaves, Stuart. “‘Words are Flowing Out Like Endless Rain into a Paper Cup’: CHATGPT & Law School Assessments.” 

Legal Education Review 33 (2023): 69–106. https://www.law.cuhk.edu.hk/app/research-excellence.  

Head, Amanda, and Sonya Willis. “Assessing Law Students in a GenAI World to Create Knowledgeable Future Lawyers.” 

International Journal of the Legal Profession 31, no 3 (2024): 293–310. https://doi.org/10.1080/09695958.2024.2379785.  

Hildebrandt, Mireille. “Grounding Computational ‘Law’ in Legal Education and Professional Legal Training.” In Research 

Handbook on Law and Technology, edited by Bartosz Brożek, Olia Kanevskaia and Przemysław Pałka, 899–127. 

Cheltenham: Edward Elgar, 2023.  

Kelly, Andrew, Miriam Sullivan and Katrina Strampel. “Generative Artificial Intelligence: University Student Awareness, 

Experience, and Confidence in Use Across Disciplines.” Journal of University Teaching & Learning Practice 20, no 6 

(2023): 1–16. https://doi.org/10.53761/1.20.6.12.  

Khoiriah, Umul Fajar, Aninda Shinta Fatimatus Siha, Putri Hanifah Rahmani, Anam Sutopo and Dwi Haryanti. “Law 

Students’ Perception of AI in Legal Document Translation: Opportunities and Challenges.” JPGENUS: Jurnal 

Pendidikan Generasi Nusantara 2, no 2 (2024): 2. https://doi.org/10.61787/4rvf3x89.  

https://doi.org/10.1080/03069400.2023.2207426
https://doi.org/10.1016/j.techfore.2023.123076
https://doi.org/10.1109/TTS.2025.3540978
https://doi.org/10.1080/17579961.2024.2392932
https://www.biginterview.com/
https://support.biginterview.com/en/article/videoai-feedback-9vhrsb
https://doi.org/10.1007/s11528-023-00896-0
https://www.ashurst.com/en/insights/vox-populai-lessons-from-a-global-law-firms-exploration-of-generative-ai
https://doi.org/10.1186/s41239-023-00411-8
https://jle.aals.org/home/vol71/iss3/2
https://doi.org/10.3390/info15070416
https://doi.org/10.1080/02602938.2011.565114
https://doi.org/10.1080/09695958.2024.2430018
https://doi.org/10.3389/bjbs.2024.14048
http://dx.doi.org/10.2139/ssrn.5123719
https://doi.org/10.53300/001c.137110
https://www.law.cuhk.edu.hk/app/research-excellence
https://doi.org/10.1080/09695958.2024.2379785
https://doi.org/10.53761/1.20.6.12
https://doi.org/10.61787/4rvf3x89


Advance online publication         Landy 

 18  
 

Kosmyna, Nataliya, Eugene Hauptmann, Ye Tong Yuan et al. “Your Brain on ChatGPT: Accumulation of Cognitive Debt 

When Using an AI Assistant for Essay Writing Task.” Preprint, arXiv, 10 June 2025. 

https://doi.org/10.48550/arXiv.2506.08872.  

Liu, Danny Y.T. and Simon Bates. “Generative AI in Higher Education: A Framework for Action and Future Innovation.” 

APRU, 2025. https://www.apru.org/resources_report/whitepaper-generative-ai-in-higher-education-current-practices-and-

ways-forward.  

Magesh, Varun, Faiz Surani, Matthew Dahl, Mirac Suzgun, Christopher D. Manning and Daniel E. Ho. “Hallucination-Free? 

Assessing the Reliability of Leading AI Legal Research Tools.” Preprint, arXiv, 30 May 2024. 

https://doi.org/10.48550/arXiv.2405.20362.  

Marcus, Gary. “The AI We Have Now.” In Taming Silicon Valley: How We Can Ensure That AI Works for Us. Cambridge, 

MA: MIT Press, 2024. 

Martzoukou, Konstantina, Petros Kostagiolas, Charilaos Lavranos, Thorsten Lauterbach and Crystal Fulton. “A Study of 

University Law Students’ Self-Perceived Digital Competences.” Journal of Librarianship and Information Science 54, no 

4 (2022): 751–769. https://doi.org/10.1177/09610006211048004.  

Migliorini, Sara and Ilhao Moreira. “The Case for Nurturing AI Literacy in Law Schools.” Asian Journal of Legal Education, 

11, no 2 (2024): 1–18. 

Mirchi, Nykan, Vincent Bissonnette, Recai Yilmaz, Nicole Ledwos, Alexander Winkler-Schwartz and Rolando F. Del 

Maestro. “The Virtual Operative Assistant: An Explainable Artificial Intelligence Tool for Simulation-Based Training in 

Surgery and Medicine.” PLOS ONE 15, no 2 (2020): e0229596. https://doi.org/10.1371/journal.pone.0229596.  

Munir, Bakht, Muhammad Zubair Abbasi, W. Blake Wilson and Allen Colombo Jr. “Evaluating AI in Legal Operations: A 

Comparative Analysis of Accuracy, Completeness, and Hallucinations in ChatGPT-4, Copilot, DeepSeek, Lexis+ AI, and 

Llama 3.” International Journal of Legal Information, 53, no 2 (2025): 103–114. https://doi.org/10.1017/jli.2025.10052.  

Ogunde, Fife. “Navigating the Legal Landscape: Large Language Models and the Hesitancy of Legal Professionals.” 

International Journal of the Legal Profession 31, no. 3 (2024): 311–322. 

https://doi.org/10.1080/09695958.2024.2379794.  

Pereyra, Gabe and Winston Weinberg. “Harvey’s Three Year Anniversary.” Harvey, 4 August 2025. 

https://www.harvey.ai/blog/harveys-three-year-anniversary.  

PLT Competency Standards for Entry Level Lawyers. October 2017. https://legalservicescouncil.org.au/documents/PLT-

competency-standards-for-entry-level-lawyers-Oct-2017.pdf.  

Prakash, Aswathy and Vishnu Nair. “Integrating Generative AI into Legal Education: From Casebooks to Code, 

Opportunities and Challenges.” Law, Technology and Humans 6, no 3 (2024): 60–79. https://doi.org/10.5204/lthj.3640.  

“Re an Appln by AJG for Admission as a Solicitor of The Supreme Court of Queensland BC200401539.” 

https://advance.lexis.com/document/documentlink/?pdmfid=1201008&crid=626ad8cd-0f1b-4be4-b506-

b98deb14ff8e&pddocfullpath=%2Fshared%2Fdocument%2Fcases-au%2Furn%3AcontentItem%3A58VX-8PV1-F2F4-

G51C-00000-

00&pdcontentcomponentid=267708&pddoctitle=%5B2004%5D+QCA+088&pdproductcontenttypeid=urn%3Apct%3A1

70&pdiskwicview=false&ecomp=g2z2k&prid=b53e549b-89b3-4712-aa4f-d709cf24809c.  

Robb, Lachlan, Rachel Hews, Felicity Deane, Michael Guihot, Jonah Farry and Amanda Kennedy. “It’s The End of the 

World as We Know It”: Generative AI and the Changing Landscape of Legal Practice and Education. Social Science 

Research Network, 1 March 2025. https://papers.ssrn.com/abstract=5311507.  

Rolf, Rachel E. “Using Generative Artificial Intelligence in a Contract Simulation to Promote Student Learning in Business 

Law.” Journal of Legal Studies Education 42, no 1 (2025): 7–22. https://doi.org/10.1111/jlse.12154.  

Serra, Alexandria. “AI Lawyering Skills Trainers: Transforming Legal Education with Generative AI.” The Internet 16, no 1 

(2025). 

https://scholarlycommons.law.case.edu/cgi/viewcontent.cgi?params=/context/jolti/article/1168/&path_info=auto_convert.

pdf.  

Sharma, Aadya. “The Escalation of ChatGPT: How ChatGPT will Exert Influence on the Legal Profession?” Jus Corpus Law 

Journal 3, no 3 (2022): 106–118. 

https://scholarlycommons.law.case.edu/cgi/viewcontent.cgi?params=/context/jolti/article/1168/&path_info=auto_convert.

pdf.  

Sullivan, Miriam, Andrew Kelly and Paul McLaughlan. “ChatGPT in Higher Education: Considerations for Academic 

Integrity and Student Learning.” Journal of Applied Learning & Teaching, 6, no 1 (2023). 

https://doi.org/10.37074/jalt.2023.6.1.17.  

Susskind, Richard. How to Think about AI: A Guide for the Perplexed. Oxford: Oxford University Press. 

Susskind, Richard. Tomorrow’s Lawyers: An Introduction to Your Future, 3rd ed. Oxford: Oxford University Press.  

Tech AI and the Law 2024. Australian edition. n.d. https://images.thomsonreuters.com/Web/TRlegalUS/%7B5709eaba-32c6-

4d92-b6fb-7ff36b812928%7D_TR2024-TechAILaw-Final-web_(3).pdf.  

https://doi.org/10.48550/arXiv.2506.08872
https://www.apru.org/resources_report/whitepaper-generative-ai-in-higher-education-current-practices-and-ways-forward
https://www.apru.org/resources_report/whitepaper-generative-ai-in-higher-education-current-practices-and-ways-forward
https://doi.org/10.48550/arXiv.2405.20362
https://doi.org/10.1177/09610006211048004
https://doi.org/10.1371/journal.pone.0229596
https://doi.org/10.1017/jli.2025.10052
https://doi.org/10.1080/09695958.2024.2379794
https://www.harvey.ai/blog/harveys-three-year-anniversary
https://legalservicescouncil.org.au/documents/PLT-competency-standards-for-entry-level-lawyers-Oct-2017.pdf
https://legalservicescouncil.org.au/documents/PLT-competency-standards-for-entry-level-lawyers-Oct-2017.pdf
https://doi.org/10.5204/lthj.3640
https://advance.lexis.com/document/documentlink/?pdmfid=1201008&crid=626ad8cd-0f1b-4be4-b506-b98deb14ff8e&pddocfullpath=%2Fshared%2Fdocument%2Fcases-au%2Furn%3AcontentItem%3A58VX-8PV1-F2F4-G51C-00000-00&pdcontentcomponentid=267708&pddoctitle=%5B2004%5D+QCA+088&pdproductcontenttypeid=urn%3Apct%3A170&pdiskwicview=false&ecomp=g2z2k&prid=b53e549b-89b3-4712-aa4f-d709cf24809c
https://advance.lexis.com/document/documentlink/?pdmfid=1201008&crid=626ad8cd-0f1b-4be4-b506-b98deb14ff8e&pddocfullpath=%2Fshared%2Fdocument%2Fcases-au%2Furn%3AcontentItem%3A58VX-8PV1-F2F4-G51C-00000-00&pdcontentcomponentid=267708&pddoctitle=%5B2004%5D+QCA+088&pdproductcontenttypeid=urn%3Apct%3A170&pdiskwicview=false&ecomp=g2z2k&prid=b53e549b-89b3-4712-aa4f-d709cf24809c
https://advance.lexis.com/document/documentlink/?pdmfid=1201008&crid=626ad8cd-0f1b-4be4-b506-b98deb14ff8e&pddocfullpath=%2Fshared%2Fdocument%2Fcases-au%2Furn%3AcontentItem%3A58VX-8PV1-F2F4-G51C-00000-00&pdcontentcomponentid=267708&pddoctitle=%5B2004%5D+QCA+088&pdproductcontenttypeid=urn%3Apct%3A170&pdiskwicview=false&ecomp=g2z2k&prid=b53e549b-89b3-4712-aa4f-d709cf24809c
https://advance.lexis.com/document/documentlink/?pdmfid=1201008&crid=626ad8cd-0f1b-4be4-b506-b98deb14ff8e&pddocfullpath=%2Fshared%2Fdocument%2Fcases-au%2Furn%3AcontentItem%3A58VX-8PV1-F2F4-G51C-00000-00&pdcontentcomponentid=267708&pddoctitle=%5B2004%5D+QCA+088&pdproductcontenttypeid=urn%3Apct%3A170&pdiskwicview=false&ecomp=g2z2k&prid=b53e549b-89b3-4712-aa4f-d709cf24809c
https://advance.lexis.com/document/documentlink/?pdmfid=1201008&crid=626ad8cd-0f1b-4be4-b506-b98deb14ff8e&pddocfullpath=%2Fshared%2Fdocument%2Fcases-au%2Furn%3AcontentItem%3A58VX-8PV1-F2F4-G51C-00000-00&pdcontentcomponentid=267708&pddoctitle=%5B2004%5D+QCA+088&pdproductcontenttypeid=urn%3Apct%3A170&pdiskwicview=false&ecomp=g2z2k&prid=b53e549b-89b3-4712-aa4f-d709cf24809c
https://papers.ssrn.com/abstract=5311507
https://doi.org/10.1111/jlse.12154
https://scholarlycommons.law.case.edu/cgi/viewcontent.cgi?params=/context/jolti/article/1168/&path_info=auto_convert.pdf
https://scholarlycommons.law.case.edu/cgi/viewcontent.cgi?params=/context/jolti/article/1168/&path_info=auto_convert.pdf
https://scholarlycommons.law.case.edu/cgi/viewcontent.cgi?params=/context/jolti/article/1168/&path_info=auto_convert.pdf
https://scholarlycommons.law.case.edu/cgi/viewcontent.cgi?params=/context/jolti/article/1168/&path_info=auto_convert.pdf
https://doi.org/10.37074/jalt.2023.6.1.17
https://images.thomsonreuters.com/Web/TRlegalUS/%7B5709eaba-32c6-4d92-b6fb-7ff36b812928%7D_TR2024-TechAILaw-Final-web_(3).pdf
https://images.thomsonreuters.com/Web/TRlegalUS/%7B5709eaba-32c6-4d92-b6fb-7ff36b812928%7D_TR2024-TechAILaw-Final-web_(3).pdf


Advance online publication         Landy 

 19  
 

Timoshanko, Aaron, Caroline Hart, Francesca Bartlett, Angus Murray and Andrea Perry-Petersen. “An Empirical Study of 

Lawyers’ Capability to Adapt to Disruption in Queensland, Australia.” International Journal of the Legal Profession 31, 

no 1 (2024): 83–110. https://doi.org/10.1080/09695958.2023.2295365.  

Ventura, Ana Maria C. and Liezel Lopez, “Unlocking the Future of Learning: Assessing Students’ Awareness and Usage of 

AI Tools.” International Journal of Information and Education Technology 14, no 8 (2024): 1136–1144. 

https://doi.org/10.18178/ijiet.2024.14.8.2142.  

Wang, Xinghua, Qian Liu, Hui Pang et al. “What Matters in AI-Supported Learning: A Study of Human–AI Interactions in 

Language Learning Using Cluster Analysis and Epistemic Network Analysis.” Computers & Education 194 (2023): 

104703. https://doi.org/10.1016/j.compedu.2022.104703.  

Zhang, Shu, Jie Luo, and Peng Guo. “A New Era of the Australian Legal Education: In the Context of a Global Trend of New 

Technology.” In Technology, Legal Education and Legal Profession in China and Australia: Opportunities and 

Challenges, edited by Shu Zhang, Jie Luo and Peng Guo. Singapore: Springer, 2024. https://doi.org/10.1007/978-981-96-

1639-8_4. 

 

Legal Material 

Legal Profession Act 2007 (Qld). https://www.legislation.qld.gov.au/view/html/inforce/current/act-2007-024#sec.30.  

 

https://doi.org/10.1080/09695958.2023.2295365
https://doi.org/10.18178/ijiet.2024.14.8.2142
https://doi.org/10.1016/j.compedu.2022.104703
https://doi.org/10.1007/978-981-96-1639-8_4
https://doi.org/10.1007/978-981-96-1639-8_4
https://www.legislation.qld.gov.au/view/html/inforce/current/act-2007-024#sec.30

