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1. Introduction1 
 
The field of law is increasingly embracing digital technologies, with symbolic legal systems playing an established role in 
automating legal reasoning and juridical tasks across various domains. Such systems achieve their goal by representing expert 
legal knowledge in a formal and computable way using high-level programming languages, contributing to the creation of a 
variety of applications. 
 
Among them, this article focuses on symbolic legal reasoners and computable contracts as legal informatics applications that 
have found successful use in a variety of socio-juridical domains, such as credit, insurance, welfare and pensions.2 
 
First, a clear and well-known example of a symbolic system used for automated reasoning is represented by rule-base systems. 
These models ground their functioning on the application of an expert knowledge base made of rules, relationships and 
statements, which are applied through an inference engine to factual data related to specific cases, enabling transparent and 
justifiable reasoning.3 
 

 
1 All authors contributed equally to this work. 
2 Lymer, “Hybrid-based Expert System”; Michaelsen, “Expert System”; Masri, “Survey of Rule-based Systems”; van Melle, “Mycin”; 
Masson, “Comprehension of Legal Contracts”; Armitage, “Trust, Confidence.” 
3 Ligeza, “Logical Foundations.” 

This article introduces a novel hybrid approach that enhances the accessibility and explainability of symbolic legal 
systems by integrating them with large language models (LLMs). While symbolic systems provide transparency and 
justifiability, they suffer from communicability issues and limitations in knowledge representation. Conversely, LLMs 
offer natural language fluency but struggle with reliability and justifiability in legal reasoning. The article bridges this 
gap by structuring legal tasks into a modular, interconnected sequence of prompts, supported by contextually relevant 
memory retrieval, thus creating a chain of prompts and memories. The methodology is validated through two case 
studies. The first applies it to computable contracts, demonstrating its ability to map code to contractual provisions, 
thereby making them more accessible. The second case study involves an expert legal system, where the hybrid 
approach generates accessible explanations of Prolog-based legal reasoning. The findings show that the hybrid 
approach enhances the clarity and interpretability of legal applications while preserving justifiability, using a modular 
structure that allows for adaptability across different legal tasks. 
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On the second end, computable contracts are legal agreements that are expressed in whole or in part as computer programs.4 
These systems usually consist of a stack of multiple representations of the same agreement expressed through different 
languages,5 including natural language and programming languages. The employment of software in this context can provide 
benefits by reducing transaction costs related to the contractual relationship. Provided that some terms of the agreement can be 
expressed as computer-readable data, computer programs can automate performances, compliance-check and streamline the 
monitoring of the contract life-cycle. 
 
While symbolic models offer advantages in terms of justifiability and trustworthiness, they nevertheless carry a well-established 
and documented set of problems.  Often being presented in high-level programming languages, in fact both the functioning and 
output of such systems can be challenging to understand and appreciate by laypeople, due to their technical and expert nature.6 
Moreover, due to their predetermined nature and scope, symbolic systems struggle to capture the nuances, exceptions and 
ambiguities inherent in the law and legal language, which are difficult to encode in a way that allows for agile and cost-effective 
updates.7 This inflexibility hinders the ability of legal expert systems to accurately represent real-world legal scenarios, limiting 
their utility for laypeople. 
 
Considering these drawbacks, a different approach and branch of legal informatics are developing around the use of large 
language models (LLMs), a type of generative artificial intelligence system that leverages deep learning methodologies to 
achieve the processing and creation of text in both natural and programming languages. Such models have been the subject of 
research in the legal domain, with systems being tested on tasks such as retrieval of legal information, contract drafting, artificial 
legal counsel and legal writing, including simplification of legal documents and generation of explanations.8 Although they are 
promising, concerns exist about the reliability and justifiability of their outputs, particularly in the context of complex legal 
tasks. This is due to the intrinsically opaque nature of their reasoning, their tendency to misinterpret specific contextual 
information and the complications caused by the phenomenon of hallucinations.9 Above all, both LLMs and symbolic legal 
systems grapple with distinct yet significant challenges and weaknesses, which challenge the trustworthiness of the former and 
the accessibility of the latter when used for the automation of legal tasks. 
 
To overcome these limitations, this article develops a novel hybrid approach that combines the explainable, justifiable and 
trustworthy nature of symbolic legal systems with the natural language processing capabilities of LLMs, in an effort to augment 
symbolic applications by enhancing their accessibility, versatility and utility. By leveraging the dynamic adaptability of LLMs, 
this hybrid approach aims to provide not only static simplifications but also interactive, context-aware explanations that address 
different user needs and backgrounds. 
 
To achieve such a goal, this research develops the chain of prompts (CoP) approach,10 a modular and versatile chain of 
operations where each input builds off of the previous output and establishes the premises for the next. We obtain a continuous 
sequence of operations where each link represents a legal task, which can be taken as a singular instance in a modular fashion, 
or as part of a more complex stream of operations, culminating in the final output. 
 
The study continues by implementing memory through retrieval augmented generation (RAG) in the chain. This addition has 
the goal of giving precise and relevant context to each of the chained prompts by offering information suitable to carry out the 
specific legal task, ensuring that each step has direct references to formal legal data.11 
 
This all creates a set of memories that not only follows and augments the CoP but, in a similar fashion, combines the memory 
from previous tasks to enhance the next, thus developing an underlying chain of memories (CoM). This study develops an 
original methodology based on the integration of the two chains, achieving what is here defined as a chain of prompts and 
memories (CoPM) (see Figure 1 later in the article). Symbolic reasoning supports the CoPM by ensuring its justifiability. The 
output of the overall hybrid system is explained through the tracing of each step of the chain, with the first step firmly grounded 
in formal legal information. Moreover, the justifiability of the architecture enables users to verify all the results generated 

 
4 Surden, “Computable Contracts.” 
5 Allen, “Wrapped and Stacked.” 
6 Susskind, “Expert Systems in Law”; Schauer “Playing by the Rules.” 
7 Governatori, “Thirty Years of Artificial Intelligence.” 
8 Blair-Stanek, “Can GPT-3 Perform?”; Trautmann, “Legal Prompt Engineering”; Sun, “A Short Survey”; Deroy, “Ensemble Methods.” 
9 Savelka, “Explaining Legal Concepts.” 
10 Trautmann, “Large Language Model Prompt Chaining”; Billi, “Accessible Rule-based Reasoning”; Billi, “Generative Symbolic 
Approach.” 
11 Martineau, “What is Retrieval-Augmented Generation?” 
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through the reference of symbolic rules and contextual information present within the hybrid system, validating each instance 
of the chain.12 
 
The CoPM is tested on two case studies, which follow in an effort to demonstrate the practical effectiveness of the hybrid 
approach and support its validation. The first case study addresses computable contracts written in the Stipula programming 
language13 (Section 4.1). A description of the code is provided, together with a detailed explanation of its legal meaning in 
relation to the natural language agreement, in an effort to bridge the two representations. The second case study concerns the 
rule-base reasoner CrossJustice (Section 4.2). Here, a natural language translation and an explanation of the system output – 
originally given in the Prolog high-level language14 – is achieved, showing how the hybrid approach can be applied to 
declarative and procedural languages alike.15 
 

2. Related Works 
 
Among technical studies supporting laypeople in understanding legal language and reasoning16 is one that explores the potential 
of generative AI to bridge the access to justice gap for low-income litigants in the United States. Drawing on user cases from 
Arizona courts, the study explores case studies to highlight the practical benefits of LLMs for the law, which includes making 
legal processes more accessible by improving the understandability of complex legal documents and legal information for 
laypeople. Continuing, the study17 investigates the role of generative AI in improving access to justice through a field study 
and survey, showing how LLMs can improve legal language accessibility and understanding within legal aid initiatives. 
Specifically, between a variety of AI use cases, legal aid professionals participating in the study applied LLMs for the translation 
of legalese into more accessible forms of legal language communication.  
 
In this regard, efforts to improve the comprehensibility of domain language do not appear novel and can be traced back to the 
plain language movement of the 1960s,18 which sought to simplify legal documents for broader layperson accessibility. More 
recently, approaches such as layperson ontologies19 have been explored to enhance the retrieval and presentation of legal 
information in ways that align with non-expert users’ conceptual understanding. Additionally, Natural Language Processing 
(NLP) techniques have been employed to simplify legal documents and statutes,20 making legal texts more accessible through 
automated lexical and syntactic modifications. Our work contributes to this body of knowledge, focusing on formal languages 
for symbolic legal AI applications. The simplification of legal language is the first step towards a complex framework enhancing 
the interaction between symbolic systems and laypeople. 
 
On the topic of legal information presentation and simplification, the accessibility of expert legal systems appears tied to the 
understandability of their output, particularly considering its specific programming language.21 Kowalski has investigated ways 
to make the programming languages used for symbolic legal reasoning accessible to laypeople. One such approach involves 
the development of Controlled Natural Languages (CNLs) that maintain computational rigor while approximating human 
language in structure and readability. A prominent example in the legal domain is logical English,22 which is designed to bridge 
the gap between natural language and formal rule-based representations. By maintaining a syntax that resembles English, this 
approach improves the intelligibility of legal rules for both users and developers. While these works demonstrate interest from 
the legal community in understanding and developing programming languages that are accessible to end-users, they do not 
incorporate LLMs into their design. Our pipeline does so by leveraging LLMs to translate high-level programming languages, 
overcoming their fixed and static nature through the versatility of natural language generation. 
 

 
12 Mittelstadt, “Explaining Explanations in AI”; Doshi-Velez “Accountability of AI Under the Law.” 
13 Crafa, “Pacta sunt servanda.” 
14 Billi, “Explainability through Argumentation in Logic Programming.” 
15 Declarative languages focus on what the program should accomplish – that is, describing the desired result (e.g., Prolog), while procedural 
languages specify how to accomplish it through step-by-step instructions (e.g., Python). 
16 Chien, “Access to Justice Gap.” 
17 Chien, “Generative AI and Legal Aid.” 
18 Mellinkoff, “The Language of the Law”; Charrow, “Making Legal Language Understandable.” 
19 Uijttenbroek, “Retrieval of Case Law”; Barrera, “From User Needs.” 
20 Paquin, “Loge-Expert”; Garimella, “Text Simplification.” 
21 Morris, “Blawx”; Merigoux, “Catala.” 
22 Kowalski, “Logical English.” 
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In line with this effort,23 Nguyen bridges the gap between legal expertise and programming by integrating logic programming 
with LLMs. Similar works have also applied the same principles to the Prolog language, such as24 showing that LLMs 
understand Prolog syntax and are able to replicate it in natural language, with the first work focusing on accessibility purposes. 
In this regard, Westermann25 presents a tool that exemplifies a methodology for creating systems that empower laypeople and 
increase access to justice. Finally, an additional example of LLM and expert system interaction for law and technology is shown 
by the work of Zin,26 where generative AI is applied to the automated extraction of traffic normative rules from judicial 
decisions.  These contributions specifically address how generative AI can be leveraged to interpret legal language, normative 
elements and logic programming, enhancing the representation of legal rules and symbolic reasoning. Our work expands on 
the interaction between symbolic systems and LLMs, contributing to the development of hybrid architectures through RAG 
and innovative prompting strategies (CoPM). 
 

3. Chain of Prompts and Memories 
 
We now present our methodology for the augmentation of symbolic models through the deployment of LLMs. 
 
We introduce what we refer to as the chain of prompts approach (Figure 1), a technique that builds on the principles of the 
chain of thought27 method to create a complex, yet flexible architecture of interconnected sets of inputs and outputs. In the 
chain of prompts approach, each prompt governs a specific legal task, such as comparing different legal sources, identifying 
rule similarities or retrieving relevant legal information, which are carried out by the LLM, referencing the formalised legal 
knowledge of the symbolic system in a hybrid way. Each prompt is developed and deployed as part of a series of interconnected 
steps and operations, with the output of the first acting as the input to the second, and so forth, establishing a complex chain of 
inputs and outputs. The result is a modular design that creates a versatile sequence of automatic legal tasks, with each prompt 
building upon the output of the previous one and establishing the foundation for the next step. 
 

 
 

Figure 1. Chain of prompts and memories 
 
 
The final outcome is an uninterrupted series of operations where each CoP link represents a distinct legal task that can be 
executed independently in a modular fashion, or integrated into a more intricate workflow, ultimately leading to the desired 
final output. This modular structure empowers flexibility and adaptability in addressing the diverse legal needs and tasks that 
users may request from the system, given that the chain can be interrupted at any point, meaning at any task, without any 
prejudice to the complex overall architecture. 
 
To bolster the stability of the CoP framework, we incorporate background memory into the chain itself by implementing a 
Retrieval Augmented Generation (RAG) architecture into our pipeline28. RAG represents a recent advancement in LLMs that 
addresses limitations associated with static training data. The approach integrates external knowledge sources, such as databases 
or domain-specific repositories, during the generation process to boost the accuracy of the system and limit the chance of 

 
23 Nguyen, “Beyond Logic Programming”; Nguyen, “Lawgiba.” 
24 Billi, “Accessible Rule-based Reasoning”; Billi, “Fighting the Knowledge Representation Bottleneck.” 
25 Westermann, “Bridging the Gap.” 
26 Zin, “LLM for Identification.” 
27 Wei, “Chain-of-Thought Prompting”; Kojima, “Large Language Models.” 
28 Gao, “Retrieval-Augmented Generation.” 
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hallucinations. This allows the model to access factual information and contextualise its responses, leading to improved 
reliability, informativeness and task-relevance. 
 
The implementation of context supports each prompt within the CoP with precise and relevant knowledge, thereby 
strengthening each link of the chain and the respective operation. Specifically, the goal is to provide contextual information 
tailored to each legal task, ensuring that every step has clear and direct references to formal legal information, such as relevant 
case law, examples of contracts and regulation. To achieve this, we first divide the relevant information into distinct memory 
units that serve as specific contextual backgrounds for individual prompts and tasks. A further step consists of combining 
various relevant memories into a broader, yet still specific and focused, context to address complex legal tasks. 
 
Such a feature is fundamental to our hybrid approach, as it directly tackles a characteristic inherent in the way RAG functions 
in practical terms. Specifically, memory retrieval hinges on the similarity between the prompt and the text, with the generative 
model using the prompt as input to identify relevant information, which subsequently implies that poorly formulated prompts 
with weak semantic content may not yield any useful retrieval results. However, the modular chained architecture implemented 
in our hybrid approach addresses and supports this feature. In practice, the CoPM architecture creates a flow where, for a given 
prompt and corresponding legal task, context and memory are inherited from the previous prompt and coordinate with the 
present one, allowing us to be free of engineering the following prompt of the chain in the most appropriate way, regardless of 
its semantic richness. In other words, the CoPM architecture achieves freedom of operation for experts who engage with the 
system, given how context and information flow through the chain of interconnected legal operations. 
 
Our approach lays its foundations on the grounded, stable and accurate knowledge of a symbolic legal system, which acts as 
the primary source of justifiability of the resulting combined architecture, where the LLM executes tasks based either directly 
on symbolic knowledge, or indirectly through the chaining of outputs based on it. Continuing, memory further supports 
justifiability by offering information that is inherently relevant for a given task, as Retrieval Augmented Generation applications 
allow us to verify specifically which pieces of memory have been used to generate a response, recalling legal knowledge 
directly. 
 
It follows that, through the referencing of expert symbolic knowledge, the chaining of inputs and outputs based on it, and the 
presence of recalled legal information through memory, the CoPM approach creates an architecture that presents responses 
which can be validated and verified, realising an augmented, yet still justifiable system. 
 
3.1 Evaluation Criteria 
State-of-the-art literature on the evaluation of LLM performance suggests employing both quantitative and qualitative 
evaluations to validate its output in the context of NLG and NLP tasks.29 It argues for the deployment of expert evaluators and 
human-driven assessment criteria alongside traditional, automatic validation metrics to offer holistic and comprehensive 
performance reviews.30 Such a view is supported in the legal domain, where research on LLM performance evaluation accounts 
for specificities in the nature of legal tasks to argue for the need to include human experts in the assessment loop.31 For instance, 
standard metrics based on the IRAC framework32 emerge, suggesting their suitability to evaluate generative legal reasoning. 
Moreover, technical studies exploring the interaction, support and application of generative AI to symbolic legal systems reflect 
this, showing the inclusion of human evaluators in the task assessment loop as domain experts.33 
 
To validate the results of its case studies, this article expands on the research presented above to introduce a human-driven, 
qualitative expert validation. The LLM performance evaluation is carried out by human experts relying on assessment criteria 
adapted and derived from the research conducted by Chang.34 The criteria are described below and have the goal of assessing 
not only the interaction between the generative and symbolic systems, but also and most importantly the accessibility, 
justifiability and legal soundness of the final output. Considering the nature of outputs deriving from the case studies as 
unstructured outcomes based on legal language generation, as well as a lack of pre-existing elements that could be used as 
benchmarking standards, this research does not employ quantitative, automatic evaluation metrics and scores, relying solely on 
the qualitative assessment carried out by legal and IT experts. 
 

 
29 Chang, “A Survey on Evaluation of LLMs”; Sottana, “Evaluation Metrics.” 
30 Liang, “Holistic Evaluation.” 
31 Sanchi, “Towards Hybrid Evaluation Methodologies.” 
32 Katz, “Gpt-4 Passes the Bar Exam.” 
33 Janatian, “From Text to Structure”; Billi, “Fighting the Knowledge Representation Bottleneck.” 
34 Chang, “A Survey on Evaluation of LLMs.” 
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The qualitative evaluation criteria are: 
 

• Correctness. Accuracy in grasping key points and essential information by the model. This criterion excludes outputs 
that misrepresent the meaning and argumentation of the legal programming language, ensuring proper interpretation 
and application of rules. 

• Form. Correspondence between input and output in terms of structure and presentation. This criterion ensures 
coherence, readability and accessibility of the output for laypeople in a given legal task, such as the simplification of 
legal vocabulary (legalese), under a lens of formal validation. 

• Completeness. Inclusion of all elements requested by the prompt, with a particular emphasis on those necessary to 
determine whether the operation is successful. This criterion highlights instances where outputs fail to account for 
case-specific facts linked to the symbolic knowledge base, under a lens of substantial validation. 

 
3.2 Technological Setup 
We have chosen GPT-4o35 as our LLM, as it constantly ranks among the top models for legal tasks according to several 
benchmarks.36 To implement our RAG pipeline, we leveraged the Cheshire Cat AI framework,37 a versatile system that 
seamlessly integrates retrieval and generation components. The framework is designed for memory-augmented applications, 
with a long-term memory system composed of three key components: episodic memory, which stores extracts of past user 
interactions; declarative memory, which retains extracts of uploaded documents; and procedural memory, which consists of 
Python functions that enhance and extend the framework’s generation capabilities. For our use case, we exclusively relied on 
declarative memory, as our focus was on structured knowledge retrieval rather than chatbot-style interactions. We completely 
disabled episodic memory and procedural memory. 
 
The embedding model used was text-embedding-ada-002,38 a highly efficient encoder optimised for multilingual text with 
strong semantic understanding. Similarity searches were performed using cosine similarity, which measures the closeness of 
two vectors based on the angle between them. This approach ensures that retrieval captures semantic meaning rather than 
relying solely on exact keyword matches, improving the accuracy and relevance of responses. 
 
More details about the technological setup, along with the source code and all relevant datasets, can be found in the project 
repository.39 
 

4. CoPM for Accessibility 
 
In this section, we present the way LLMs can facilitate users’ understanding of symbolic technologies, enhancing their 
accessibility. 
 
4.1 Computable Contracts – Stipula 
We will apply the CoPM methodology to computable contracts – legal agreements that are expressed in whole or in part as 
computer programs and that are provided with the means to automatically enforce some of the obligations they define (Figure 
2). 
 
 
 
 
 
 
 
 
 
 
 

 
35  https://platform.openai.com/docs/models/gpt-4o.  
36 https://www.vals.ai/home.  
37 https://cheshirecat.ai/.  
38https://platform.openai.com/docs/guides/text.  
39 https://github.com/copmAI/copm.  
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Loan Agreement 

... 

2. Repayment 

Subject to the other terms of this agreement, Borrower will repay the loan in the 

following payments: 

(a) Payment 1, due June 1, 2023, in the amount of $550, representing a payment 

of $500 as half of the principal and interest in the amount of $50. 

(b) Payment 2, due June 1, 2024, in the amount of $525, representing a payment 

of $500 as the remaining half of the principal and interest in the amount of $25.  

3. Events of Default 

The Borrower will be in default under this agreement upon the occurrence of any of the 

following events or conditions, provided they shall remain uncured within a period of 

two days after notice is given to Borrower by Lender of their occurrence (such an 

uncured event an “Event of Default”): 

(a) Borrower shall fail to make timely payment of any amount due to Lender 

hereunder; A default will be cured by the Borrower (i) remedying the potential event of 

default and (ii) giving effective notice of such remedy to the Lender. 

... 

 
Figure 2. Loan agreement 

 
 
 
To encode contracts, we will employ the Stipula40 programming language – an open-source domain-specific procedural 
language designed specifically for legal contracts. 
 
Stipula is built on top of a small set of primitives that are designed to reflect the main basic elements of legal agreements: 
 

• States are used to implement prohibitions and permissions. Stipula programs are defined as a finite-state machine 
where each state represents a stage of the contract life cycle. States (indicated with an ‘@’ in front) can be used to 
enable or disable the invocation of functions. 

• Events are used to implement contract obligations. These constructs define a timer for triggering specific operations, 
provided that certain conditions are met. They can be employed to check the fulfilment of obligations and trigger 
specific consequences. 

• Functions represent the actions that can be performed by parties. They define the party that can call the function and 
the state when the calling is admitted. Their invocation can be conditioned by specific parameter constraints indicated 
in brackets. 

 
The full Stipula language also includes other primitives such as the Agreement constructor, assets or higher-order functions to 
implement amendments. For the specific syntax and semantics of the full version of Stipula, see the work of Crafa41 and 
Laneve.42 
 

 
40 Crafa, “Pacta Sunt Servanda.” 
41 Crafa, “Pacta Sunt Servanda.” 
42 Laneve, “Legal Contracts Amending”; Laneve “Draft Better Contracts.” 
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For the present scenario, we employ a contract example from Flood.43 For reasons of space, throughout this article we focus on 
just one part of the contract that is shown in Figure 2.144 The contract defines a loan agreement between a lender and a borrower, 
where the lender commits to transfer a principal amount of $1000 with a 5 per cent annual interest rate. Parties also define a 
precise schedule for repayment along two years (article 2), and the rules to be applied in case the payment obligations are not 
met in due time (article 3). The contract provisions of Table 1 can be implemented in Stipula as shown in Figure 3. 
 

 
Figure 3. Loan agreement in Stipula 

 
This snippet of the computable contract shows two functions: the first (f3) enables the first repayment by the borrower according 
to article 2(a). The second (fn) allows the lender to issue a notice in case of potential default according to article 3. Both 
functions can be called in state @Q4, but they feature different constraints (lines 1 and 7 in brackets). 
 
Grasping the connection between the natural language contract and its representation in a programming language, and 
understanding how one technically implements the other, are not trivial. These are highly specialised tasks that require expert 
knowledge and proficiency in both programming and private law. It becomes even more challenging when the computable 
representation is written in a procedural programming language (in contrast to the case in Section 4.2), as there is not always a 
direct one-to-one correspondence between contract terms and code. These languages often use structures that serve a purpose 
in the program’s logic but may not directly resemble any part of the contract. In such context, interpreting the code logic in 
light of the contract is particularly challenging. We will show how the link between these two representations can be captured 
and presented to the users in an accessible way through the use of LLMs and CoPM. 
 
The aim is to provide the user of a Stipula contract with the necessary information to understand how the logic of the code was 
defined to implement specific provisions of the agreement. The achievement of such a goal involves three main requirements 
that have to be satisfied by the language model: 
 

1. grasping the code’s meaning in terms of its syntax and semantics (technical meaning) 
2. identifying the specific provision of the contract that each piece of code intends to implement (legal meaning) 
3. presenting this information in a clear and accessible way. 

 
To achieve this, we initially fed the full contract code together with the natural language agreement and prompted the model to 
provide the information just described. However, we soon realized that this goal could not be achieved through such an 
approach. First, answers were very unreliable as to their completeness, often overlooking either some pieces of code that did 
not have an evident correlation with a contract provision or provisions that are not implemented in code. Moreover, the system 
struggled to accurately interpret the semantics of the programming language. This issue was particularly evident with Stipula’s 
event-based syntax. For example, the statement: 
 

now + 48H >> @Q4{...} ==> @Qd 
 
means that after a 48-hour timer expires, the system will check whether the contract is in state @Q4, and only then, if that 
condition is met, it will transition to state @Qd. 
 
In contrast, the model interpreted the runtime behaviour as follows: ‘If, during that period [the 48 hours], the Borrower executes 
a valid payment action (like f3), the payment is recorded, and field3 becomes zero or non-positive. If no such action occurs, 
and field3 is still > 0 after 48 hours, the transition to @Qd (default state) is triggered automatically.’ 
 

 
43 Flood, “Contract as Automation.” 
44 You can find the full text of the contract together with the complete version of the code at 
https://github.com/copmAI/copm/blob/main/res/contract.md. 
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This interpretation incorrectly assumes that the condition for the transition is based on the value of field3 (used as a constraint 
of the fn function – see Figure 3), rather than on the contract’s current state. This is because the system does not know the 
language and therefore guesses its meaning based only on the syntax provided. 
 
Acknowledging these issues, we switched to the CoPM methodology. As shown in Figure 4, we first retrieved the targeted 
piece of code from the full program (Section 4.1.1), then we extracted its technical meaning (Section 4.1.2) and finally, we 
processed our results together with the natural language contract to identify the connection between contract and code (Section 
4.1.3). 

 
 

Figure 4. CoPM – deciphering computable contracts 
 

One of the main challenges was to employ a programming language not known by the language model in use. To address this, 
we exploited the RAG architecture to feed the model the necessary knowledge about the Stipula language. The data uploaded 
originally consisted of parts of scientific papers describing the background theory of the language, including motivations and 
design concepts at its basis. We included the description of the main primitives composing Stipula’s syntax and, finally, some 
examples of Stipula contracts with a related explanation of their code. 
 
At first, we uploaded this information in three separate text documents. However, through our experiments we observed that 
large documents covering multiple topics prevented the system from using the provided knowledge effectively. The model 
often included unrelated information in its responses, likely because relevant and irrelevant details were retrieved from the 
same memory segment, leading to confusion and errors. For example, when explaining the instruction a–o Lender, which refers 
to a payment of an instalment made by the borrower, the model retrieved a memory segment describing a different Stipula 
contract example. Although that example also involved a lender and a borrower, it referred to a locker rental agreement, and 
therefore returned: ‘the token is sent back to the Lender, who regains full control of the locker’. 
 
Indeed, providing full examples alongside their complete line-by-line explanations made it difficult for the system to correctly 
match each explanation with the corresponding piece of code. To address these issues, we reorganised the information into 
smaller, more specialised documents. Each document either focused on a single aspect of the language, such as a specific 
syntactic primitive, or paired a short code snippet with its corresponding explanation. 
 
4.1.1 Extracting Available Functions  
The goal of first step in the pipeline is to narrow down the scope of the analysis, starting from the full code of the computable 
contract. Assuming that the contractual relationship described by the agreement in Figure 2 has reached the stage where the 
first repayment of the loan becomes due, the contract’s user wants to understand what actions can be performed through the 
computable contract and what their effect is in relation to the natural language agreement. The phase just described is 
represented by state @Q4 in the Stipula code of Figure 3. 
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We fed the LLM the full Stipula code and tasked it with extracting all the functions that can be invoked from state @Q4. In 
Stipula’s syntax, the state allowing the invocation of a function is indicated at the beginning of its body, right before the 
invoking party. Nevertheless, the LLM initially misinterpreted the code returning also functions in which the state @Q4 
generally appeared within its body. When asked to explain its answers, the system would recognise the mistake, explaining 
how the function was actually not callable from that state. Moreover, the chunks of documents retrieved from the augmented 
memory were the most relevant ones, showing exactly the meaning of events by examples. While the system shows a good 
knowledge of the programming language when asked, directly processing large amounts of data without being constrained by 
the prompt can nevertheless produce errors in the output. 
 
In order to solve this issue, we split this task in two minor ones implementing the CoPM methodology further. As a first step,  
we fed the LLM the full contract code together with the prompt shown in Figure 5. 
 

 
Figure 5. Prompt 0 (deciphering computable contracts) 

 
We adapted to the system’s reasoning and simply required it to retrieve all the functions including ‘@Q4’ in their body. The 
LLM easily fulfilled this task and generated the list of requested functions. Through this procedure, we reduced the dataset size 
for our analysis. 
 
We fed the output just obtained in the next prompt together with the instructions shown in Figure 6. 
 

Figure 6. Prompt 1 (deciphering computable contracts) 
 

The prompt outlines a step-by-step analysis that has to be carried out on the piece of code inputted. This would allow the LLM 
to extract the necessary information from the code (lines 2–3) and then to make an evaluation on that basis (line 4). 
 
In its output, the system returned the reasoning conducted following to the mandated steps. In doing so, the result satisfied the 
formal validation criteria of evaluation as described in Section 3.1. For space reasons, in Figure 7 we show the last two steps:45 

 
Figure 7. Final two steps (deciphering computable contracts) 

 
 

45 The full results can be consulted in the repo at https://github.com/copmAI/copm/blob/main/src/stipula.ipynb. 



Volume 7 (3) 2025          Billi, Parenti, Pisano and Sanchi 

 136  
 

After identifying the specific states in which the functions can be called (Step 2), the system filtered out those that are not 
callable from @Q4 (lines 2–3). It then returned only the functions that can be invoked in state @Q4, namely f3 and fn. 
This result is correct because the returned functions are indeed callable in @Q4, and at the same time complete because it 
includes all and only the relevant functions, providing exactly the needed information without omitting anything essential or 
adding unnecessary details. Thus, the answer fully meets the final two evaluation criteria. 
 
4.1.2 Functions Explanation 
The objective of this step is to obtain a detailed explanation of the functioning of the code extracted through the previous task. 
We encountered two main obstacles during our experiment. The first was a tendency by the LLM to overlook specific sections 
of the code, either skipping parts entirely – such as the condition for calling a function indicated in brackets – or simply offering 
only broad overall explanations of entire functions. Continuing, the second was the propensity to already interpret the code 
within a contractual context even if not asked. These kinds of assumptions at this stage clearly lack any reliability, since the 
LLM was only provided with a part of the contract code. Addressing the extraction of legal meaning from the code will be the 
focus of the next and final step in the pipeline, where the natural language contract is fed to the system to provide the necessary 
context. 
 
We addressed the obstacles just described with the prompt shown in Figure 8. 
 

 
Figure 8: Prompt 2 (deciphering computable contracts) 

 
In an effort to address the first problem, we defined a precise structure for the answer, specifying each element the explanation 
should focus on and report. These refer to the main components of a function (lines 3, 4, 5) and to the operations defined in its 
body, such as field updates, asset transfers or scheduling of events (line 6). For each component, we specifically requested the 
system to show the specific piece of code analysed in order to be able to use this information for the next task. Finally, to 
overcome the second problem and avoid the tendency of freely ascribe legal meaning to the code, the prompt states a clear 
prohibition in this sense in line 8. Figure 9 shows the part of the answer focusing on one of the identified functions. 
 

 
Figure 9. The part of the answer focusing on one of the identified functions (deciphering computable contracts) 

 
As we can see, the provided answer is adherent to the prescribed structure, meeting the formal validation criterion. The response 
strictly adheres to the task of providing a technical explanation of the functions’ behavior, avoiding any interpretation of legal 
meaning, as instructed. In doing so, it accurately explains the code’s functionality. For instance, regarding the event in line 13, 
the system correctly captures its behaviour and properly identifies the role of the states involved – an aspect it had previously 
misinterpreted. Thus, we can conclude that the outcome is correct. Furthermore, every piece of code is included and explained, 
including the preconditions that were previously overlooked (line 28). As a result, the analysis is both complete and fully 
aligned with the required content, effectively meeting the substantial validation criteria. 
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4.1.3 Mapping Contract Code to Legal Provisions 
Having extracted the right meaning of the contract code, the goal of this final task is to enable the user to understand how this 
relates to the contract text. In order for such an explanation to be clear and effective, we believe it must include four necessary 
elements: 
 

1. the relevant piece of code 
2. its technical meaning (obtained in the previous task) 
3. the exact contract provision it refers to, if any, and 
4. an explanation of how the code logic is implementing that provision. 

 
To achieve this, we fed the natural language contract to the model together with the code explanations obtained in Section 4.1.2. 
We did not employ additional memory for this final task. This allowed the system to better focus on the essential data inherited 
from previous results. Throughout the experiment we encountered several issues. We immediately noticed that when presented 
with multiple functions, the system tended to summarize them altogether or to overlook relevant pieces of code. Most 
importantly, the LLM often assumes connections of pieces of code to contract provisions even when they do not have one. Due 
to the nature of computable contracts, in fact, some code elements may be necessary for the program logic but lacking a direct 
match with the legal natural language text. 
 
By fine-tuning our approach, we achieved the following prompt, providing the system with one function at a time (Figure 10) 
 

 
Figure 10. Prompt 3 (deciphering computable contracts) 

 
The prompt provides a clear structure to carry out the analysis. The exact elements that have to be analysed are specified: the 
contract article to which the function refers (line 4), the specific contract text (line 8), the function’s name (line 5) and the 
‘explanation’ section (line 7), where the system has to explain the link between contract and code. By indicating ‘function 
aspects’ (line 6), we ensure that each code element extracted from the function body in the previous step (such as preconditions, 
operations, events, etc.) is covered and not overlooked by the system. Finally, to avoid legal interpretations of merely technical 
code elements, we prompted the system to indicate in the answer when a specific correspondence with the text could not be 
found, ensuring transparency in the analysis process (lines 10–11). 
 
The answer shown in Figure 11 adheres to the provided structure, fulfilling the formal criteria similarly to previous tasks. 
 

 
Figure 11. Formal criteria (deciphering computable contracts) 

 
The system effectively identifies and explains every piece of code in the input, avoiding the oversights of previous attempts 
and consistently associating each element with the corresponding contract text and article. As a result, the substantial validation 
criterion is satisfied. 
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The explanation in line 5 demonstrates the system’s ability to establish a connection between the code logic and the relevant 
contract provision. It correctly recognises that the transition to the default state @Qd is triggered by the borrower’s non-
performance and that the ‘48 time units’ specified in the code align with the two-day grace period stated in the contract. 
 
The system accurately identifies cases where a direct match between the code and the contract text is absent, such as the 
condition ‘field3 must be greater than 0’ in line 7. While it initially provides a reasonable (and ultimately correct) explanation 
for this condition, it promptly clarifies that no explicit connection to the contract exists, ensuring transparency in the analysis 
process (line 8). However, we observed a slight tendency of the model to introduce inaccuracies when explaining pieces of 
code related to state transitions (e.g. line 10 of Listing 1). While it correctly captures their technical behaviour, it occasionally 
attributed legal meanings beyond what was strictly present in the code, interpreting purely technical transitions as carrying legal 
significance. For these reasons, we conclude that the correctness criterion is fulfilled to a great extent, though with minor 
inaccuracies. 
 
4.2 Expert Systems – CrossJustice 
The CrossJustice platform is a rule-based system capable of automatic legal reasoning in the domain of criminal law, providing 
users with meaningful information about their rights and obligations as suspects, or accused, of having committed a crime in 
the European Union (EU) member state’s territory46. CrossJustice was identified as suitable since it holds all the main 
characteristics we ought to look for in order to ground our approach. It provides a trace of the logical steps needed to reach an 
output; it uses the high-level Prolog programming language to reason over the applicable rules; its knowledge base is made up 
of several legal sources, each connected to different categories of rights; and, finally, it applies EU law as well as member state 
law to justify its inferences. In particular, the limitations of CrossJustice follow the standard constraints of rule-based systems, 
as also stated in Section 1. The rule-base contains a Prolog representation of the main articles from several EU Directives47 and 
their national implementation in selected member states.48 
 
To introduce the factual scenario provided in Listing 6, let us imagine that a person, named Mario is involved in criminal 
proceedings taking place in the Netherlands (line 10), and does not speak Dutch (line 13). He has been presented with a 
document during the proceeding, and according to Article 3, paragraph 3, such a document has been deemed by the authority 
to be essential (line 12). Thus, according to Article 3, paragraph 1, of the European Directive 2010/64, Mario has the right to 
receive a translation of this document, which is essential to ensure that he is able to exercise his right of defence and to safeguard 
the fairness of the proceedings. This is the main right presented in the CrossJustice platform in lines 8–9, followed by a recap 
of the specific conditions needed for that right to be granted. 
 
Moreover, in the CrossJustice system, we also express the relation between a primary right and the additional rights that expand 
the meaning and the implementation of the main one. 
 
In this case, the defendant, Mario, has the right to have the costs of the translator covered by the state under Article 4 (lines 15–
23); moreover, according to Article 3, paragraph 7, an oral translation of essential documents may be provided instead of a 
written translation under the condition that such oral translation does not prejudice the fairness of the proceedings (lines 25–
34). 
 
We will now explore the outcome of the same factual scenario, as applied in the Dutch legal system (Figures 12 and 13). 

 
46 Billi, “Explainability through Argumentation.” 
47 Directives 2010/64, 2012/13, 2013/48, 2016/1919, 2016/343, 2016/800. 
48 Bulgaria, Netherlands, Italy, Poland, Spain. 
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Figure 12: Right to translation – EU Directive 

 
 
 

 
 

Figure 13. CoPM – natural language explanation 
 

 
 
In this case, the person subject to the proceedings (Mario) is granted the same right under Article 32, paragraph a(1) of the 
Dutch code of Criminal Procedure (lines 8–9). The conditions for the right to be granted are different, as it is necessary for the 
person to submit a reasoned request to the authority to ask for a document to be recognised as essential (line 11), and therefore 
for the translation to be granted. To be clear, Article 3(3) of the Directive also sets out a suspect’s right to submit, at any stage 
of the criminal proceedings (within the meaning of Article 1 of the Directive), a ‘reasoned request’ to obtain the translation of 
documents, but this is not a mandatory requisite, and the judge can always act ‘ex officio’. 
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The stance taken by the legislator has sparked some criticism. In fact, the Dutch Bar Association (Nederlandse Orde van 
Advocaten) has called the current implementation of Article 3 ‘minimalistic’, thereby suggesting that implementing legislation 
should include a general obligation to obtain a translation of all documents on which it can rely to reach a finding of guilt. 
 
Furthermore, this request needs to be submitted in writing and needs to specify which documents (or the parts thereof) are 
deemed ‘necessary’, with an indication of the reasons underpinning this request. Pursuant to Article 3(3) of the Directive, the 
competent authority decides on a case-by-case basis and may reject the request submitted to this effect by the suspect49. 
 
The right to have the costs of the translation met by the state is explicitly provided under Article 1, paragraph 4, of the Criminal 
Fees Act (Wet tarieven in strafzaken), but there is no applicable article regarding the form of the translation. 
 
Our goal was for the model to be able to extract from the Prolog trace the following pieces of information: 
 

• a simplified summary of the norms relevant to the inference 
• the list of rights granted to the user according to the input facts representing the case 
• a description of the inference process that led the system to its solution. 

 
With these objectives in mind, we directed our efforts towards achieving the most flexible and versatile prompt, able to be 
applied to any of the inferences from the CrossJustice system (Figure 14). 

 

Figure 14. Right to translation – Dutch law 
 
 
Early experiments, without the addition of memories to the pipeline, resulted in the following issues. The first problem was 
obtaining a fixed structure in the output, which was often presented in different formatting (e.g. bullet lists, numbered lists, 
free-form text). We found that it was necessary to give a fixed structure for the LLM to follow, in order to decrease the degree 
of variance between answers and maximise repeatability and reliability. Second, we required the LLM to take into consideration 
all legal terms and facts from the scenario, and to apply those to build the explanation, as it had a propensity to miss key facts 
if not well prompted. For example, it would often miss the fact that the form of the translation could be oral, missing the 
argument and stating that it could be provided in a written form. 
 
Finally, the most challenging aspect was to overcome the tendency of the model to ascribe meaning to legal text where not 
explicitly mentioned or provided. In particular, the meaning was often guessed based on the most general significance, 
disregarding the specificity of juridical norms and legal lexicon. 
 
Generally, the model struggled to include all pertinent Prolog facts necessary for the application of legal reasoning to a given 
scenario, which falls under the criteria of substantial validation. Moreover, at first, it exhibited shortcomings in accurately 
capturing and depicting particular legal inferences derived from the Prolog trace, which involve the application of subordinate 
rules. With specific reference to our case, it would struggle in identifying the connection between lines 11 and 12 of Figure 12. 

 
49 Contissa, “Effective Protection.” 
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The study further observed the model’s challenges in precisely conveying the meaning of Prolog terms. An instance of this was 
noted when it misinterpreted a predicate concerning the qualification of an essential document. Instead of recognising that a 
document falls under the definition of ‘essential’, it would often change the meaning of the word to be more or less general. 
At this point of the research efforts, to solve the aforementioned issues we introduced two legal sources in the declarative 
memory, to have the model refer to the original legal articles in order to use the appropriate lexicon for the translation. 
 
We started from the assumption that having the original text of the legal articles from which the Prolog is derived, the model 
would more efficiently use the correct terminology and provide more consistent answers. However, during the course of our 
experiments into the natural language translation of programming languages, we encountered several challenges related to 
semantic extraction, multilingual representation and data segmentation of the contextual information. First, we grappled with 
the issue of deriving semantic meaning from large blocks of memory, which proved to be overly complex and confusing. Our 
solution was to implement smaller, more manageable segments that allowed for a clearer semantic interpretation. This 
segmentation allowed for a more structured and focused approach to translation, ensuring that the semantic integrity of each 
segment was maintained. 
 
Second, the integration of multilingual content posed a significant challenge. Initially, we attempted to combine two languages 
within the same memory context, but this approach was dominated by English, overshadowing the other language and leading 
to an imbalance. It became evident that our embedding model tended to perceive texts in the same language, or particularly in 
English, as more similar, regardless of their actual content. To address this, we opted to separate the languages, dedicating 
distinct memory spaces to each, which improved the quality and relevance of the translation. 
 
Therefore, we divided Directive 2010/64 into 12 segments and the Dutch Code of Criminal Procedure into around 100 
segments, each segment being an article of the legal source. This way, we could ensure that each had only one topic for the 
model to focus on, and evaluate the relevance to the prompt. 
 
The CoPM approach allowed the system to chain together relevant legal rules based on the specific facts of a case. Furthermore, 
the LLM was able to easily parse the Dutch text and extract the relevant norms, while still providing a response in English. 
In the final prompt engineered for this task, we first introduce the object and the form of the input data. Second, we provide a 
fixed structure to follow (Summary What Rights do You Have – Why do You Have Them). This is aimed at guaranteeing that 
the model followed the given formal criteria in order to maximise repeatability and reliability. Furthermore, we specifically 
requested the system to use all the Prolog terms in the explanation, with explicit references to the original. This was aimed at 
providing an easier way to read and evaluate the answer, both from a substantial and juridical point of view. For a complete 
overview of input, prompts, outputs, and contextual data, refer to the online repository. 
 
As can be seen in Figure 15, the result is presented in an accessible and readable way, upholding the instructions given about 
structure and formatting (formal validation). 

 
Figure 15. The result, presented in an accessible and readable way 

 
It also included all relevant Prolog facts used to apply juridical reasoning to the specific case (substantial validation), and it 
grasped and correctly represented all the legal inferences of CrossJustice. 
 
Continuing, we can see how the relevant articles have been correctly identified from memories, reflecting the system’s ability 
to extract relevant information from the legal source and apply it to the specific case. This is clear from line 11, where it shows 
new information (e.g. the right to challenge and complain about the quality of the translation) which is not present in the Prolog 
source code but is granted by Article 3, paragraph 5, of the same Directive. 
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The same prompt was additionally applied to the Dutch legal source, and all three criteria have again been fully satisfied. The 
system was able to provide a good explanation of the case study, correctly identifying all relevant facts and their meaning as 
applied to the user. It also identified the relevant articles in the Dutch Code of Criminal Procedure, but did not provide any 
additional information that was not already present in the Prolog code, although the right to challenge a decision is also present 
in the Dutch legislation. 
 

5. Conclusions 
 
This work introduced the CoPM approach, a hybrid approach that integrates the justifiable and trustworthy features of symbolic 
models with the natural language processing capabilities of LLMs. By enhancing accessibility and versatility, this methodology 
provides a structured framework for the interaction and interpretation of symbolic systems by laypeople. 
 
The CoPM methodology was applied to computable contracts, demonstrating its ability to extract technical meaning from 
contract-related code and establish clear connections between legal agreements and their computational representations. The 
implementation leveraged the Stipula programming language, a domain-specific procedural language designed for encoding 
legal contracts. Through a structured pipeline, including targeted code retrieval, technical analysis and natural language 
processing, the approach effectively linked contract provisions with their corresponding programmatic expressions. 
 
Furthermore, CoPM was validated through its application to the CrossJustice platform, a rule-based system for automatic legal 
reasoning in the domain of criminal law. The methodology enabled the system to trace logical reasoning steps, extract relevant 
legal norms and generate structured outputs while maintaining linguistic adaptability. By integrating LLM capabilities, CoPM 
successfully facilitated the interpretation of Dutch legal texts while ensuring that responses were produced in English, 
demonstrating its potential for multilingual legal applications. The expert evaluation confirms the effectiveness of CoPM in 
augmenting symbolic legal systems and strengthening their reasoning capabilities. 
 
Through this hybrid approach, this work represents a step towards bridging the gap between symbolic reasoning and natural 
language processing to create more transparent, explainable and effective legal automation systems. Future research will focus 
on testing the methodology on different symbolic legal systems, further validating the soundness of the hybrid approach and 
assessing its applicability across distinct representations of legal knowledge. Additionally, efforts will be directed toward 
scaling and refining the CoPM architecture, with promising indications of its capacity to construct complex and modular 
frameworks for legal reasoning. 
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