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1. Introduction: From Biased Judges to Artificial Intelligence 

 
Artificial intelligence (AI) systems are rapidly becoming an important part of judicial decision-making processes worldwide. 

An AI system can be defined as ‘a machine-based system that, for explicit or implicit objectives, infers, from the input it 

receives, how to generate outputs such as predictions, content, recommendations, or decisions that can influence physical or 
virtual environments’.1 Within this broader definition, these systems are commonly classified between deterministic (rule-

based) systems and probabilistic systems. The former operate using predefined rules and logic, ensuring consistent and 
predictable outputs for the same inputs. They excel at well-defined tasks but struggle with adaptability, requiring manual 

updates when conditions change. In contrast, probabilistic AI, such as large language models (LLMs), relies on statistical 
patterns and probability to generate responses, making them more flexible and capable of handling complex, ambiguous tasks. 

However, their outputs can vary, and they depend heavily on large datasets for training.2 

 
Both deterministic and probabilistic AI systems have their place in the digitalisation of justice. While the use of AI by courts 

initially revolved around administrative tasks, including triaging, case allocation and electronic court filing, these technologies 

 
1 Council of Europe, “Framework Convention on Artificial Intelligence and Human Rights, Democracy and the Rule of Law.” This is  one 
amongst many definitions of AI. For a discussion, see Clarke, “The Re-conception of AI”; Russell, “Artificial Intelligence.” 
2 Lehr, “Playing With the Data.” 

Empirical research demonstrates that judges are prone to cognitive and social biases, both of which can reduce the 
accuracy of judgements and introduce extra-legal influences on judicial decisions. While these findings raise the 

important question of how to mitigate the effects of judicial bias, they have also been used to argue in favour of 

incorporating artificial intelligence (AI) into adjudication, either as decision aids or, in a more extreme way, to fully 
automate judicial tasks. The argument goes as follows: if human judgement is susceptible to biases, and if the human 

psyche is also inscrutable, would it not be better to replace it with AI? After all, AI promises greater accuracy and 
consistency and can replace biased human decisions with objective automated ones. However, the use of AI by courts 

requires careful deliberation, as it potentially introduces new challenges, particularly concerning procedural fairness. 
This article seeks to explore how the use of AI in the administration of justice can challenge some of the  foundational 

elements of the right to a fair trial, as enshrined in Article 6 of the European Convention on Human Rights (ECHR). 

This analysis is conducted through the theoretical framework of procedural justice, arguing that the use of AI for 
judicial decision-making can negatively impact perceptions of procedural fairness in ways that traditional human 

adjudication does not. It therefore seeks to debunk the narrative that, at least where bias is concerned, human and 

artificial decision-making are equally problematic. 

 

https://lthj.qut.edu.au/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


Volume 7 (1) 2025         Lopes 

 48  
 

are increasingly being deployed for more substantive purposes, such as predicting litigation outcomes, automating online 
dispute resolution and, importantly, supporting judicial decision-making.3 For instance, even if risk-assessment tools have long 

been adopted within some courtrooms to assist with several decision points throughout the criminal justice system – from 
pretrial release to post-conviction sentencing, probation and parole – some of them now incorporate AI in their analyses.4 More 

recently, generative AI systems5 have started to be used by some judges to facilitate different parts of the decision -making 

process, including summarising case law, conducting legal research and even drafting judgments.6 A recent survey from the 
United Nations Educational, Scientific and Cultural Organization (UNESCO) has revealed that 44 per cent of judicial operators 

are utilising generative AI tools, such as ChatGPT and Google Bard, to assist their work.7 To deal with this increasing trend, 
some judicial institutions have started to issue guidelines and opinions on the appropriate use of AI by the judiciary. 8 

 
The use of AI in courtrooms is promising for several reasons. AI can automate routine judicial tasks, reducing the effort cost 

required to search through vast amounts of legal documents or to seek out relevant legal provisions,9 thus allowing judges to 

focus on more complex decision-making and critical case deliberations. If, for instance, ‘an AI system can do preliminary work, 
such as providing judges with a selection of previous and similar cases, and – based on these results – suggest a decision in the 

case at hand, the human judge can focus on the legal reasoning and justification of the decision’.10 Additionally, applications 
such as advanced case-law search engines, online dispute resolution or document categorisation and screening can possibly 

lower the cost of dispute resolution and help courts to address their backlog of cases, many of which are low-volume, low-
value and low-complexity matters. This might help improve access to justice by effectively establishing and enforcing the right 

to see one’s dispute resolved without prohibitive cost or inordinate delay.11 Another well-established benefit of (probabilistic) 
AI systems lies in their capacity to produce predictions that are challenging for humans to make, particularly because of their 

limited ability to recognise patterns in complex situations. Hence, AI can ‘potentially increase judicial accuracy by providing 

new information that cannot be detected by the naked eye or by improving the analysis process’.12 For instance, by detecting 
patterns in previous cases, predictive analytics tools can contribute to the development of consistent and coherent case -law.13 

 
Using AI to partially or fully automate certain judicial tasks is also appealing due to its potential to improve the objectivity and 

consistency of judges’ decision-making. In this context, the adoption of AI for the administration of justice is often just ified by 
putting forward a narrative in which the fallibility of human judges, who are often biased and limited in their cognitive 

capacities, is contrasted with AI’s purported ability to enhance the accuracy, objectivity and consistency of judicial decisions. 

Indeed, a large body of research demonstrates how judges – like jurors and laypeople – are prone to various implicit biases, 
which can subtly shape their perceptions, judgements and decision-making processes throughout various stages of legal 

proceedings.14 These include cognitive biases, which involve broadly erroneous forms of reasoning such as hindsight and 
confirmation bias, and social biases, which involve reasoning based on stereotypes, including racial and gender bias. 15 For 

instance, during pretrial proceedings, implicit biases have been found to influence judicial decisions regarding arraignment and 
setting bail amounts. During the trial, they have been shown to impact the assessment of witness credibility and the 

interpretation of evidence in a way that confirms pre-existing beliefs or assumptions. During sentencing, they have been 
demonstrated to affect guilt assessments, decisions concerning sentence severity and damage awards. While these findings raise 

the important question of how to effectively mitigate the effects of bias in judicial decision-making, they have also been used 

to argue in favour of the automation of judicial systems, either by implementing AI as decision-aids or, in its most extreme 

 
3 See Laptev, “Application of Artificial Intelligence in Justice”; Reiling, “Courts and Artificial Intelligence.”  
4 One example of a risk assessment tool that incorporates a machine learning approach is Correctional Offender Management Profi ling for 

Alternative Sanctions, or COMPAS, used by some US courts to assess the likelihood of recidivism: see Van Dijck, “Predictin g Recidivism 
Risk.” 
5 Generative AI is a branch of AI that leverages machine learning models, particularly deep learning techniques such as neural networks, to 

generate high-quality text, images, and other content based on the data on which they were trained: Martineau, “What is Generative AI?” 
6 Taylor, “Colombian Judge”; Smith, “AI in the Courtroom”; Farah, “Court of Appeal Judge.”  
7 UNESCO, “UNESCO Survey Uncovers Critical Gaps.” 
8 For example, UK Courts and Tribunals Judiciary, “Artificial Intelligence (AI)”; European Commission for the Efficiency of Jus tice, “Use 

of Generative Artificial Intelligence (AI)”; UNESCO “Draft UNESCO Guidelines”; Courts of New Zealand, “Guidelines for U se of 

Generative Artificial Intelligence”; Canadian Judicial Council, “Guidelines for the Use of Artificial Intelligence”; Consulta tive Council of 
European Judges, “Opinion No. 26.” 
9 Barysė, “Algorithms in the Court.” 
10 Ulenaers, “The Impact of Artificial Intelligence,” 11. 
11 Steponenaite, “Judicial Analytics on Trial.” 
12 Barysė, “Algorithms in the Court,” 118. 
13 Ulenaers, “The Impact of Artificial Intelligence,” 6–7. 
14 For an overview, see Wistrich and Rachlinski, “Implicit Bias.” 
15 Zenker, “De-Biasing Legal Fact Finders.” 
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version, as replacements for judges.16 According to this line of reasoning, if human judgement is already susceptible to biases, 
and the reasons leading judges to reach a certain decision are already inscrutable, it would be better to replace it with AI. 17 

After all, ‘one of the benefits of automated decision-making is that it can reduce the arbitrariness of human decisions’, since 
‘whereas many evaluative decisions made by humans are based on unconscious group biases and intuitive reactions, algorithms 

follow the parameters set out for them’.18 

 
Yet the use of AI by courts requires careful deliberation since it potentially introduces several new risks. In practice, these 

systems are filled with errors and biases, leading to decisions that are based on incorrect information and that aggravate 
inequalities. These are not only hard to detect, since they may arise from unknown associations done by (often opaque) systems, 

but there is also a risk-magnifying potential associated with AI that is not present with human decision-making.19 In this article, 
I explore how these and other risks can challenge the right to a fair trial, as established, on a European level, in Article 6 of the 

European Convention on Human Rights (ECHR). There are many requirements for the fulfilment of the right to a fair trial, 

such as a reasonable length of procedures, public hearings, legal certainty and the presumption of innocence in criminal matters. 
Some of these have been explored elsewhere in the context of automating judicial decision -making.20 Here, my analysis is 

limited to the requirements of judicial independence and impartiality, adversarial proceedings and equality of arms, as well as 
the duty to motivate judgments. These are explored through the theoretical framework of procedural justice, in relation to the 

main factors taken into consideration by litigants to evaluate the fairness of a trial. I argue that the use of AI for judicial decision-
making can negatively impact perceptions of procedural fairness in ways that traditional human adjudication does not. After 

briefly discussing the advantages justifying the adoption of AI in courts, as well as the problematic narrative of biased judges 
being pitted against objective and consistent AI systems, I proceed with presenting results from social psychology research on 

procedural justice highlighting the importance of fair procedures for the acceptance and legitimacy of legal institutions, as  well 

as the criteria that people use to evaluate the legal procedures they experience. Subsequently, I explore how these expectations 
are connected to the foundational elements of the right to a fair trial and how the use of AI for the administration of justice 

potentially challenges them. Methodologically, this research is essentially theoretical and bibliographic, drawing on direct and 
indirect sources for a comprehensive analysis of the theme. By integrating insights from social psychology with jurisprudence, 

this article offers an interdisciplinary analysis of the often-overlooked implications of AI for procedural justice and some of the 
foundational elements of the right to a fair trial. 

 

2. Procedural Justice and the Right to a Fair Trial 
 

When AI systems are deployed to resolve a dispute, as an instrument to assist in judicial decision-making, or to give guidance 
to the public, ‘it is essential to ensure that they do not undermine the guarantees of the … right to a fair trial’.21 The right to a 

fair trial is at the core of human rights protection, being one of the most fundamental principles of any democratic society under 
the rule of law22. The right is enshrined in the International Covenant on Civil and Political Rights (ICCPR) 23 and regional 

human rights instruments such as the American Convention on Human Rights (ACHR) 24 and the European Convention on 
Human Rights (ECHR),25 along with numerous national and regional constitutions and bills of rights.26 The right to a fair trial 

as prescribed in international human rights conventions does not favour any particular judicial system over another, but 

regardless of the system adopted (e.g. inquisitorial or adversarial, collegial or single-judge), it requires that certain foundational 
elements are met.27 

 
As explained in the introduction, the focus of this article will be the European Convention on Human Rights, which establishes 

in Article 6 the right to a fair trial. The first paragraph states that ‘in the determination of his civil rights and obligations or of 
any criminal charge against him, everyone is entitled to a fair and public hearing within a reasonable time by an independent  

 
16 See, for example, Doleac, “Let Computers Be the Judge.” 
17 See Chatziathanasiou, “Beware the Lure of Narratives.” 
18 Chesterman, “Through a Glass, Darkly.” 
19 Dietterich, “Robust Artificial Intelligence.” 
20 See, for example, Ulenaers, “The Impact of Artificial Intelligence”; Steponenaite, “Judicial Analytics on Trial”; Terzidou, “ The Use of 

Artificial Intelligence.” 
21 European Commission for the Efficiency of Justice (CEPEJ), “European Ethical Charter.”  
22 Pretto and Others v Italy. App. No. 7984/7 (ECtHR, 8 December 1983). 
23 United Nations, “International Covenant on Civil and Political Rights,” art. 14.  
24 Organization of American States, “American Convention on Human Rights,” art. 8.  
25 Council of Europe, “Convention for the Protection of Human Rights and Fundamental Freedoms,” art. 6.  
26 For instance, European Union, “Charter of Fundamental Rights of the European Union,” art. 47; United States, “Constitution of  the United 
States,” Sixth Amendment; Germany, “Basic Law for the Federal Republic of Germany,” art. 103.  
27 Molbæk-Steensig, “Artificial Intelligence and Fair Trial Rights.” 
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and impartial tribunal established by law’.28 Key elements of the right to a fair trial can already be identified in the wording of 
Article 6(1), including judicial independence and impartiality, a reasonable duration of proceedings and the openness of court 

hearings. Additionally, while not explicitly stated, some other elements can nevertheless be derived from the article, such as 
the right to access the courts, equality of arms and the right to receive a reasoned judgment. These will be further elaborated on 

throughout the next sections of this article. 

 
While Article 6(1) of the Convention applies to administrative, civil and criminal processes, the remaining two paragraphs 

apply only to criminal proceedings. They establish that defendants must be presumed innocent until proven guilty (Article 
6(2)). They must also be promptly informed, in a language they understand, of the charges against them, as well as have 

sufficient time and resources to prepare a defence, including access to free legal aid if they cannot afford it (Article 6(3)). 
Additionally, they have the right to present favourable witnesses and receive interpretation services if needed.  

 

The right to a fair trial is procedural in nature, and its basic guarantees exist to secure procedural justice. Procedural ju stice, 
also referred to as ‘procedural fairness’ or ‘procedural due process’, refers to the idea of fair processes and how people’s  

perception of fairness is significantly influenced not only by the end result of their experiences, but also by their quality . Within 
the field of legal philosophy, there is an extensive debate on whether procedural guarantees serve only to ensure that le gal rules 

governing matters of substance are accurately applied to the appropriate cases, or whether procedural propriety has any intrinsic 
value.29 Here, I will focus on findings from social psychology research that point towards the latter – that is, demonstrate that 

people’s acceptance of the decisions of legal authorities, as well as their approval of legal rules and, more generally, their 
endorsement of the legal system are most impacted by how fair they perceive procedures to be, rather than whether their 

outcomes were favourable. 

 
Pioneers in the field, Tom R. Tyler and E. Allan Lind, explain how, when evaluating an experience with a legal authority, there 

are three aspects that people might take into consideration: the first is outcome favourability, meaning whether they benefit  or 
lose from the experience; the second is outcome fairness, meaning whether what they receive seems fair to them, thus having 

to do with substantive justice; and the final aspect is procedural fairness, meaning whether the decisions were made in ways 
that they regard as fair.30 The literature on the influence of these three aspects indicates that judgements about legal authorities, 

legal decisions and legal rules are most impacted by the procedural justice of experiences.31 Naturally, this does not imply that 

opinions based only on self-interest are meaningless. When assessing levels of pleasure or discontent, the outcome’s 
favourability plays a significant role because, as expected, people are typically less satisfied when they lose than when they 

win. However, research indicates that as long as they consider the processes involved fair, they do not carry over those 
unfavourable impressions to their views about the law, the judge or the legal system. Furthermore, regardless of the 

favourability of the outcome, research also indicates that people more readily accept and obey decisions resulting from a 
procedure they believe to be fair.32 

 
These counter-intuitive findings were initially made prominent through the research of psychologist John Thibaut and law 

professor Laurens Walker.33 They demonstrated in laboratory studies that procedural differences (between the adversarial and 

inquisitorial models of process) led to different evaluations of fairness, irrespective of the outcome of the trial. Participants 
considered outcomes arising from an adversarial procedure to be fairer than those emanating from an inquisitorial procedure, 

mainly due to differences in control over the presentation of evidence and arguments, which led authorities to pay more attention 
to disputants’ ‘voice’. Subsequent studies by these researchers later confirmed that the degree to which a procedure ensured the 

disputant’s voice in hearings and trials did, in fact, have a significant impact on the perceived fairness of the procedure, with 
high levels of disputant voice translating into a greater sense of perceived fairness. Subsequent field studies focusing on real-

world trials and hearings supported their findings, showing that when people believe court procedures to be fair, they are more 

satisfied, more likely to voluntarily accept and obey legal decisions, and more likely to evaluate legal authorities as legitimate.34 
 

Procedural justice researchers have devoted considerable attention not only to demonstrating the value of procedures for 
evaluations of fairness, but also to identifying the criteria that people use to evaluate the legal procedures they experience. 

According to Professor Tom R. Tyler, procedural fairness is evaluated on the basis of four basic expectations.35 These constitute 

 
28 Council of Europe, “European Convention on Human Rights,” Article 6, paragraph 1.  
29 See Meyerson, “Procedural Justice and the Law.” 
30 Tyler, “Procedural Justice.” 
31 Tyler, “A Relational Model of Authority in Groups.” 
32 Tyler, “Procedural Justice.” 
33 Thibaut, “Procedural Justice.” 
34 For an overview, see Tyler, “Procedural Justice.” 
35 Tyler, “Why People Obey the Law.” 



Volume 7 (1) 2025         Lopes 

 51  
 

a group-value theory of procedural justice, which emphasises the symbolic and psychological implications of procedures for 
feelings of inclusion in society and for the belief that the institution using the procedure holds the person in high regard. 36 The 

first expectation, which has already been mentioned, is process control or ‘voice’ – the ability to present evidence and 
arguments, to participate in the case by expressing their viewpoint, even when that is unlikely to influence its outcome. The  

second is ‘trust’, which consists in feeling that authorities are trustworthy and benevolently disposed towards the person making 

the justice judgement. In this sense, ‘people are affected by the degree to which they feel that the authorities with whom they 
deal are motivated to try to be fair to them and to others in the group’.37 This perception is essential to informing how people 

feel about authorities, because it not only reflects the character of the individual authority figure with whom they are dealing, 
but is also the basis for predicting their future behaviour. The third expectation is ‘standing’, which encompasses feelings that 

one is viewed by authorities as a full-fledged member of society, thus being treated politely and with dignity, and having their 
rights and opinions respected. Finally, there is ‘neutrality’, which is the belief that one is accorded even-handed, non-

discriminatory treatment: 

 
Neutrality reflects the degree to which people feel that authorities are creating a ‘level playing field’ by engaging in even -

handed treatment of all. Neutrality involves honesty, unbiased treatment, consistency, and factual decision-making. Prejudice, 
the idea of discrimination based on group membership, is perhaps the strongest evidence of a lack of neutrality, since people 

are not given an equal opportunity to have access to social resources.38 

 

Additionally, according to the group-value theory of procedural justice, because satisfactory interpersonal treatment by group 

authorities symbolically communicates that we possess value or status in the eyes of our community, people generally associate 
these interpersonal aspects of procedures with a fair treatment. This, in turn, supports a sense of self-worth or self-respect. On 

the other hand, when interpersonal aspects of procedures are not up to par, people feel  as though they have been deprived of 
procedural justice since it undermines their self-esteem and puts doubt on their status in the group.39 In sum, the picture that 

emerges from the empirical findings of social psychology research is that, in their dealings with authorities, four factors are 
particularly important to people: that authorities ‘treat citizens in a fair and respectful way, make neutral and unbiased decisions, 

display trustworthy motives, and allow the citizen a voice in their interactions’.40  

 
In the next section, I will explore how these basic expectations41 are connected to some of the foundational elements of the 

right to a fair trial, and how the use of AI for the administration of justice potentially challenges them. Before proceeding, one 
important caveat must be considered: that whether a particular AI system should be used in the context of judging is dependent 

on several factors such as the purpose and context of its deployment, the approach or methodology (e.g. deterministic or 
probabilistic), the system’s performance, and so forth. Other factors to be taken into consideration revolve around judicial 

values, such as open justice, accountability, impartiality and equality before the law, procedural fairness, access to justice and 

efficiency.42 This analysis is highly context-dependent, making it impossible to provide a singular answer to the general issue 
of whether AI should be used by courts. Nevertheless, some of these questions will be explored in the following sections.  

 

3. Neutrality: Judicial Independence and Impartiality 
 
Article 6 ECHR enshrines the right to a fair trial by an independent and impartial tribunal. Judicial independence and 

impartiality are essential elements of the right to a fair trial, being two different but closely related and complementary 
components. This close relation between the guarantees of an ‘independent’ and an ‘impartial’ tribunal o ften leads the ECtHR 

to consider the two requirements together in the cases it analyses.43 An independent judicial system is one of the pillars of the 

rule of law, with independent judges being considered a fundamental instrument to establish and implement a system of 
impartial and fair rules. The requirements of judicial independence and impartiality are connected to litigants’ expectations of 

neutrality in judicial proceedings. Neutrality, we have seen, concerns individuals’ perceptions of whether authorities act 
impartially and treat them fairly, without bias stemming from personal motives or  group characteristics such as gender, race, 

ethnicity or religion. For example, police authorities demonstrate neutrality by treating all individuals and groups in the 
community equally, avoiding actions based on biases or preconceived notions when making decisions. Over-policing or under-

 
36 Tyler, “Procedural Justice.” 
37 Tyler, “Procedural Justice,” 76. 
38 Tyler, “Procedural Justice,” 75–76. 
39 Blader, “A Four-Component Model.” 
40 Jackson, “Norms, Normativity.” 
41 Tyler, “Why People Obey the Law.” 
42 Moses, “Artificial Intelligence.” 
43 Kleyn and Others v the Netherlands App nos. 39343/98, 39651/98, 43147/98, and 46664/99 (ECtHR, 6 May 2003), §192; Findlay v the 

United Kingdom App no 22107/93 (ECtHR, 25 February 1997). 
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policing specific communities can be seen as a failure to provide neutral treatment across society. 44 Likewise, judicial 
authorities might be seen as failing to provide neutral treatment between litigants due to conflicts of interest, having a personal 

connection to one of the parties or suffering undue influences from other branches of power or third parties. Next, I will discuss 
how the use of AI systems in the courtroom might rightfully lead the parties and the public to perceive the justice system as  

lacking neutrality, particularly when these systems are biased, when judges tend to over rely on their outputs and when they 

represent the interests of private for-profit companies. 
 

Article 6 of the ECHR requires judicial independence not only from the other branches of power – that is, the executive and 
the legislature – but also from the parties.45 To perform their functions effectively, and therefore be considered legitimate by 

the parties to the case, the judge is expected to adjudicate independently, according to the rules of the legal system, without 
expectation of benefits or fear of reprisals.46 This necessary independence may refer to the relations between the judiciary and 

the other branches of government (external independence) or focus on guarantees aimed at protecting individual judges from 

undue pressures from higher-ranking judges (internal independence).47 When it comes to the criteria for assessing judicial 
independence, the ECtHR has considered the manner of appointment of the members of a court and the duration of their term 

of office, the existence of guarantees against outside pressures, and whether the court of tribunal presents an appearance of 
independence.48 In sum, independence is mainly associated with the existence of institutional guarantees and safeguards that 

allows judges to free themselves from external and internal pressures when deciding, including the neutrality of the appointment 
procedure, the stability of the position, autonomy from other branches of government, a reasonable sphere of immunity and the 

inviolability of their salary, among others.49 
 

Although judicial external independence usually refers to a lack of subordination to any organ of the state, it can also be 

interpreted as requiring no undue influence from non-state actors on judicial autonomy. In this context, it is possible that judicial 
independence is threatened by the use of AI in courts, since various third parties, including developers, owners or shareholders, 

may be interested in certain case outcomes and thereby act to ensure that the system is in line with their interests.50 Outsourcing 
can compromise judicial independence, as companies driven by profit aim to provide efficient algorithmic systems tailored to 

meet their clients’ needs, potentially neglecting values such as fairness. In the justice sector, ‘technology companies are doing 
more than “just” building the digital infrastructure of the courts of the future; they are also importing their own values in  the 

process’.51 For example, the developer of a precedent analysis tool might fail to include into its dataset an important line of 

case law with outcomes that are not in their favour, while the judge relying on the system is unable to identify this omission.52 
Such a situation in which a judge would be completely unaware about how the system operates and the interests behind it could  

arguably result in a violation of the independence requirement.53 
 

Additionally, algorithm developers take on a governmental role by making critical decisions about the technical parameters of  
AI tools used in judicial administration, particularly when these systems influence decision-making processes that should be 

the exclusive domain of the judiciary. As legal technology becomes more advanced, judges using that technology grow 
increasingly reliant on the expertise of the technology developers.54 In a comprehensive analysis of algorithmic decision-

making tools for criminal justice authorities, Yeung and Harkens explore how seemingly ‘technical’ choices made by 

developers have serious legal and constitutional implications.55 They explain how ML-based algorithmic tools are 
conventionally built and implemented without reference to their larger context of application, with technical developers making 

abstraction decisions that intentionally ignore context-specific features of the real-world domain in which the tool will operate. 
As a consequence, public law principles and the legal duties to which they give rise are often regarded as irrelevant ‘noise’ . 

This results  in the circumvention of vital institutional safeguards against the arbitrary or otherwise unjust exercise of power by 
public authorities. 

 
44 Tyler, “Profiling and Police Legitimacy.” 
45 Ninn-Hansen v Denmark App no 28972/95 (ECtHR, 18 May 1999); Beaumartin v France App no 15287/89 (ECtHR, 24 November 1994), 
§38; Sramek v Austria App no 8790/79 (ECtHR, 22 October 1984), §42. 
46 Guarnieri and Piana, “Judicial Independence.” 
47 Agrokompleks v Ukraine App no 23465/03 (ECtHR, 6 October 2011), §137; Parlov-Tkalčić v Croatia App no 24810/06 (ECtHR, 22 

December 2009), §86. 
48 ECtHR, “Langborger v Sweden,” § 32; ECtHR, “Kleyn and Others v the Netherlands,” § 190. 
49 Papayannis, “Independence, Impartiality and Neutrality in Legal Adjudication.”  
50 Steponenaite and Valcke, “Judicial Analytics on Trial.” 
51 Helberger, “The Rise of Technology Courts.”  
52 Smuha and Hendrickx, “AI and the Administration of Justice.” 
53 Steponenaite and Valcke, “Judicial Analytics on Trial.” 
54 Helberger, “The Rise of Technology Courts.” 
55 Yeung and Harkens, “How Do ‘Technical’ Design Choices Part I”; Yeung and Harkens, “How Do ‘Technical’ Design Choices Part II. ” 
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Judicial internal independence might be threatened if judges are indirectly pressured into using certain AI tools in their everyday 
decision-making processes or if they are subtly coerced into relying on specific AI systems for routine judicial tasks.56 The use 

of the risk assessment system COMPAS in the United States is a paradigmatic example, ‘given the pressure within the judicial 
system to use these assessments’.57 Indeed, some US states already require the use of risk-assessment tools in sentencing 

proceedings, which is also encouraged by advocates in academia and the judiciary. This ‘widespread endorsement’ of risk-

assessment systems not only threatens judicial independence, but also ‘communicates to judges that the tools are, in fact, 
reliable’.58 

 
While judicial independence is concerned mainly with the autonomy of the judiciary, impartiality is usually associated with 

objective decision-making or the absence of prejudice or bias towards one of the parties.59 It is commonly stated that 
independence is a necessary condition for impartiality, but not a sufficient one.60 At a first glance, impartiality requires that the 

judge is an independent third party who is not involved in the process and who occupies a transcendent position with respect 

to the disputing parties. Additionally, it requires that judges refrain from taking sides in their decisions, maintaining objectivity 
towards the interests of the parties. This implies an attitude of neutrality, meaning the judge does not have a relationship with 

any of the parties and does not perform acts that may indicate prior pos itioning regarding the matter to be decided. When it 
comes to the criteria for assessing judicial impartiality, the ECtHR employs a subjective test, where regard must be had to the 

personal conviction and behaviour of a particular judge (i.e. whether the judge held any personal prejudice or bias in a given 
case), and also an objective test, where it ascertains whether the tribunal itself and, among other aspects, its composition,  offered 

sufficient guarantees to exclude any legitimate doubt in respect of its impartiality.61 The ECtHR has recognised the hardship of 
establishing a breach of Article 6 on account of subjective partiality, given the difficulty of procuring evidence with which to 

rebut the presumption of impartiality,62 and has therefore emphasised how the requirement of objective impartiality provides a 

further important guarantee.63 
 

The importance of impartiality in the administration of justice has led to the development of rules and procedures aimed at 
safeguarding legal institutions and practices from bias, including potential perceptions of it. Indeed, these institutional 

requirements are a formal component of impartiality – that is, a set of restrictions regarding the actions of the judge, which tend 
to reduce the effects of bias, thus setting out how they should proceed with respect to the parties involved: when they ought  to 

be heard, how the evidence is to be presented and how the judge is to justify the final decision after considering the arguments  

and evidence produced. 
 

An obvious challenge that the adoption of AI systems to perform judicial tasks poses to impartiality relates to the fact that  these 
systems are often biased, particularly if the datasets on which they are trained are not representative of the population, a nd can 

lead to discriminatory outcomes based on, for example, race or ethnicity.64 In this context, Yeung and Harkens explain that 
datasets inevitably reflect underlying biases in the historic social practices to which the data pertains so that, if used to generate 

prediction models, the resulting outputs will reflect and reinforce these biases. Historically marginalised groups are thus 
subjected to a higher risk of unjust discrimination relative to individuals from majority groups because the resulting outputs 

systematically discriminate unjustly (rather than being arbitrary, they are systematically patterned for reasons we can point  to) 

and may violate the right to be free from unjust discrimination in the determination of opportunities and burdens. 65 
 

Although this is a well-known problem, the narrative being discussed in this article employs as a counter-argument the fact that 
– as highlighted in the introduction – judges are also biased. It argues that, even if there is a risk of bias in employing AI for 

judicial decision-making, this cannot possibly be worse than the cognitive and social biases that already affect judges.66 This 
argument is problematic for several reasons. First, it fails to acknowledge that human decision-making has a self-regulative 

feature that AI systems lack, meaning that when individuals justify their decisions by providing reasons, they often engage in 
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a self-regulatory process, adjusting their thoughts and actions to align with their stated justifications.67 Second, it overlooks the 
enhanced power of these technologies, the instant reproducibility, transfer and storage of digital data and their capacity to  

operate automatically at scale, yet in a highly opaque manner.68 This risk-magnifying potential associated with AI69 is 
exemplified by the Horizon IT scandal, considered one of the United Kingdom’s worst miscarriages of justice, where the Post 

Office wrongly prosecuted over 900 sub-postmasters between 1999 and 2015 based on faulty data from the Horizon accounting 

system, leading to wrongful convictions, financial ruin and severe personal suffering.70 Finally, even when oversight 
mechanisms are in place to ensure the proper use of AI to enhance the abilities of human decision-makers, this argument ignores 

the susceptibility of the latter to automation bias – a topic that will be addressed in the following section. 
 

3.1. Automation Bias 

To understand how the use of certain decision-support systems in judicial settings can negatively impact judicial neutrality, it 

is helpful to revisit the key points of the 2016 case State v Loomis.71 Eric Loomis was sentenced to six years in prison after 
being assessed as high risk by the COMPAS software, following a guilty plea in a drive -by shooting case. Loomis argued, 

among other things, that COMPAS violated his due process rights, claiming it rel ied on group data, not his individual 

circumstances, thus undermining his right to an individualised sentence. However, the Wisconsin Supreme Court rejected his 
arguments. The court stated that the risk score was only one of several factors considered in sentencing, not the sole or primary 

factor. The court indicated that a fair trial argument might have been valid if the risk score had been the decisive or only factor 
considered by the judge. The clear issue is that it is impossible to ascertain how much a  judge actually relied on an automated 

risk score when determining a defendant’s sentence – or, more generally, how much any recommendation made by an AI system 
has weighed on a judge’s final decision. In reality, it is unrealistic to expect a judge, after  reading the risk scores attributed to 

the defendant, ‘to exercise discretion without any predetermined views of, or even bias against, the defendant’. 72 

 
Other examples of algorithmic risk assessment tools used in criminal justice settings include the London Gangs Matrix, Durham 

Constabulary’s Harm Assessment Risk Tool (HART) and the Dutch System Risk Indication (SyRI). The London Gangs Matrix, 
developed by the Metropolitan Police Service, classifies individuals based on perceived gang involvement, using a secretive 

algorithmic harm score that has been criticised for racial bias and unlawful data practices. HART, previously used by Durham 
Constabulary, employed machine learning to predict an individual’s likelihood of reoffending, categorising arrestees as high, 

moderate or low risk, but was found to mislabel individuals and reinforce biases. SyRI, a Dutch government tool designed to 
detect social welfare fraud, combined extensive administrative data to flag individuals for investigation but was ultimately ruled 

unlawful for violating privacy rights and disproportionately targeting marginalised communities. 73 

 
The difficulty faced by decision-makers in ignoring some of these automated systems’ recommendation can be attested by a 

large body of cognitive psychology research showing how difficult it is for humans to override their initial heuristic response 
in favour of alternative solutions, particularly when it confirms one’s preconceptions, views and expectations. To do so, the 

agent must be able to use situational cues to detect the need to override the heuristic response and sustain the inhibition of the 
heuristic response while analysing alternative solutions. These alternative solutions must, of course, have been learned and 

previously stored in memory. In sum, it requires having the appropriate knowledge of solutions and strategic rules to substitute 

for a heuristic response, as well as having the cognitive disposition necessary to override heuristic processing. 74 
 

This problem is further aggravated by the existence of automation bias, consisting in the human ‘tendency to use automated 
cues as a heuristic replacement for vigilant information seeking and processing’.75 It describes the phenomenon whereby ‘judges 

accept the guidance or recommendations of an automated decision-making system, and cease searching for confirmatory 
evidence, perhaps even transferring responsibility for decision-making onto the machine’.76 Automation bias can be the source 

of omission errors, which take place ‘when decision makers fail to notice problems because an automated aid fails to detect 

them’, or of commission errors, which occur ‘when people inappropriately follow an automated deci sion aid directive or 
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announcement’.77 Concerning the former, it would be the case where an AI system fails to take account of a relevant factor 
when generating a risk score or fails to incorporate an important precedent in its analysis of the relevant case law – or even 

‘hallucinates’ a false case78 – and the judge is unable to identify these flaws. With regard to the latter, it would be the case 
where the system provides accurate information and judges solely or mostly rely on it, overlooking other relevant sources when 

they should take those into account. 

 
The presence and extent of automation bias are influenced by several factors, referred to as effect mediators. 79 One is trust: 

when people are informed that an automated system is designed to perform a particular task, by default they will trust it to do 
so correctly.80 Depending on their interactions with the system, this initial position may change. A different factor is cognitive 

load: the higher it is, whether due to the existence of multiple tasks simultaneously competing for the individual’s attention81 
or due to the complexity of a single task,82 the more likely it is that automation bias will arise. This over-reliance on the 

automated system in high cognitive load scenarios happens even if the trust that the user has regarding it is low, thereby 

suggesting that the influence of cognitive load is independent of the influence of trust.83 This means that, even if judges do not 
consider the automated system to be fully reliable, they may still rely excessively on it due to high cognitive load – which 

judges arguably experience on a daily basis, often regarding themselves as being overburdened and feeling that they are often 
pressed to decide issues faster than they may have wished.84  

 
Finally, another relevant effect mediator is the influence of pre-existing stereotypes, with automation bias relating to it in the 

following way: ‘where algorithmic advice departs from pre-existing stereotypes, decision-makers may be more likely to 
override it; but where algorithmic advice conforms to pre-existing stereotypes, they may be more likely to conform to it’.85 For 

instance, in the context of bail decisions, the degree to which judges relied on algorithmic risk assessments varied according to 

racial bias,86 with the algorithm’s suggestion being more likely to be disregarded in favour of stricter bond conditions for Black 
defendants compared with their white counterparts. This is particularly significant because it debunks the narrative presented 

earlier according to which, if human judgment is already susceptible to biases, using algorithmic and AI systems – even if they 
are somewhat flawed – would still lead to more objective and consistent results, thus helping address the problem of bias in 

judicial-decision making. If, however, pre-existing attitudes and stereotypes affect automation bias, the use of artificial 
intelligence for decision support might aggravate the problem of bias in judicial settings, rather than ameliorate it.  

 

3.2. Lack of Accountability 

A related issue is that automated decision-making systems may potentially ‘provide cover for human agents’.87 In this context, 

judges may opt for a cautious strategy – for instance, imposing stricter penalties on defendants identified as ‘high risk’ by the 
software to avoid the personal and societal risks associated with a repeat offender committing another crime. This is something 

that already takes place with actuarial risk tools, most of which do not yet incorporate AI technologies. Drawing on data 
collected from interviews with over a hundred legal practitioners in Canada, including probation/parole officers, prosecutors, 

defence lawyers and judges, researcher Kelly Hannah-Moffat found that: 

 
Practitioners routinely admitted that risk assessment tools were not ‘reliable’ predictors, but that they preferred them 

because using them minimized their own risk of being blamed for subsequent consequences, and that of the prosecutor’s 
office or correctional authorities. The use of these tools suggests the curtailment of discretion and subjective judgments, 

which are often viewed negatively and associated with errors.88 

 

We have seen that automation bias results from people’s tendency to ascribe greater trust in the analytical capabilities of an 

automated system than their own.89 And because algorithms are deployed with the express purpose of reducing human bias and 
error, they are further seen as authoritative sources, with more knowledge than the humans who interpret them. As a result, 
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human users such as judges often follow the algorithm’s decisions, even though doing so could be detrimental to others. 90 This 
is unsurprising considering how people tend to weigh expert empirical assessments more heavily than non -empirical evidence 

– for instance, in the judicial context, judges often give forensic -based evidence heavier weight than other factors, 
notwithstanding their lack of understanding about some of the methods used.91 

 

Returning to algorithmic decision-making, as Theo Araújo and colleagues explain, attitudes and perceptions about it are not 
only influenced by the technological solution they offer, or their actual performance, but also the way in which these processes 

are framed or communicated to the user or subject of the decision.92 The authors highlight how these systems are often carefully 
and strategically articulated as impartial and objective socio-technical actors in the discourse surrounding their implementation 

and usage in different scenarios, leading to an assumption of neutrality and objectivity. Yet they are ‘created for purposes that 
are often far from neutral: to create value and capital; to nudge behaviour and structure preferences in a certain way; and to 

identify, sort and classify people’.93 Unlike state actors, who contract them and bear direct responsibility for the impacts of the 

system, however, private companies are not perceived by the public as directly accountable for errors of AI systems that may 
lead to – for example, the production of discriminatory outcomes.94 

 
This is an example of what Sharon and Gellert describe as ‘sphere transgressions’, as technology companies take advantage of 

their superior technological capabilities to influence the sphere of justice – an illegitimate influence ‘insofar as tech corporations 
do not have the domain expertise proportional to their new level of influence in these different societal spheres, and insofar as 

they are not accountable in the way that public sector actors are’.95 Transposing this analysis to the justice sector and the 
growing importance of technology companies over it, Helberger further elaborates that, when administering justice, judges and  

courts function within a framework of checks and balances, procedural safeguards and obligations to uphold the rule of law 

and human rights. In contrast, these safeguards do not apply to technology companies, which, as private entities, are primarily 
accountable to their shareholders and CEOs.96 

 

4. Process Control: Adversarial Proceedings and Equality of Arms 
 
Another factor directly influencing people’s perceptions of the fairness of proceedings is process control or voice, which refers 

to the ability to present evidence and arguments, and to participate in the case by expressing their viewpoint, even when that is 
unlikely to influence the outcome. The fact that the algorithmic and AI systems used by courts are often commercial and 

proprietary products makes it difficult for the individuals affected by their outputs to understand and contest them, therefore 

presenting a challenge to the adversarial principle and to the principle of equality of arms.  
 

The right to a fair trial comprises the fundamental right to adversarial proceedings, the requirements of which are in principle 
the same in both civil and criminal cases.97 The right to adversarial proceedings generally refers to the opportunity for the 

parties in a criminal or civil trial to be aware of and comment on all evidence presented or statements filed, even those from an 
independent member of the national legal service, with the aim of influencing the court’s decision.98 The need to save time and 

speed up proceedings cannot justify overlooking such a fundamental principle as the right to adversarial proceedings. 99 

Moreover, parties must be able to exercise this right in satisfactory conditions – that is, by having the possibility of familiarising 
themselves with the evidence before the court, as well as the possibility of commenting on its existence, contents and 

authenticity in an appropriate form and within an appropriate time.100 
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Importantly, the actual effect on the court’s decision is of little consequence for the assessment of this right’s fulfilment.101 This 
is in line with the basic expectation of process control, which we have seen refers to the idea that individuals feel more sa tisfied 

and perceive a process to be fair when they are given an opportunity to express their views, present evidence or have  a say in 
the proceedings. The feeling of being able to participate, or ‘having a voice’, is crucial because it conveys respect and allows 

individuals to feel that their perspectives have been considered in the decision-making process. Even when the ability to present 

evidence and arguments, or to express a viewpoint, is unlikely to influence the outcome, the mere opportunity to participate 
can enhance individuals’ sense of fairness and legitimacy in the process. This participation reinforces their sense of  being 

treated with dignity and empowers them to accept the outcome, regardless of its favourability. Indeed, according to the ECtHR, 
litigants’ confidence in the workings of justice is based on, inter alia, the knowledge that they have had the opportunity to 

express their views.102 
 

Returning to the case of State v Loomis, the defendant contended that he could not evaluate the scientific validity of his score 

because COMPAS is a proprietary tool and trade secret, preventing the disclosure of how the risk scores are calculated or how 
the factors are weighted. The Wisconsin Supreme Court, however, rejected Mr Loomis’s argument, claiming that, since the 

‘risk assessment is based upon his answers to questions and publicly available data about his criminal history’,103 the defendant 
had the opportunity to verify the accuracy of the questions and answers listed on the report. However, even though the data are 

publicly available, the defendant cannot verify how the system has processed and weighted the data to reach its c onclusion. 
Again, this issue is particularly significant when a private company develops the system and claims intellectual property rights, 

thus refusing to reveal the workings of the system. This calls into question the use of risk-assessment tools and AI systems in 
general, which are created by for-profit and private firms, in the exercise of public power. It also highlights the importance of 

the parties having access to information regarding algorithms and the way they produce their decisions in order t o have 

meaningful control over the process, or to exercise their voice. 
 

The Court of Justice of the European Union (CJEU) recently issued a ruling104 that clarifies essential aspects of transparency 
in automated decision-making under the General Data Protection Regulation (GDPR). The case in question involves Yettel 

Bulgaria, a mobile telecommunications provider, and a consumer who disputed both the calculation of their telephone bill and 
the transparency of Yettel’s automated billing system. Yettel utilises automated systems and algorithms that collect data from 

users’ mobile devices to determine billing charges based on time and megabyte consumption. However, this process is highly 

opaque, making it nearly impossible – even with expert analysis – to determine how decisions regarding charge calculations 
are made. The lack of transparency led the consumer to stop paying their phone bills, arguing that they were unable to verify 

how the charges had been determined. 
 

In its ruling, the CJEU held that companies employing ADM are not required to disclose their algorithms to data subjects. 
However, they may need to explain how changes in input data would affect the billing outcome. Transparency obligations must 

comply with Article 12(1) of the GDPR, ensuring that the information provided is concise, clear, accessible and easy to 
understand. Regarding the role of supervisory authorities, the judgment emphasizes the need to balance data-protection rights 

with other fundamental rights, such as the freedom to conduct a business. While trade secrets and intellectual property – such 

as copyright-protected software – must be respected, certain information nevertheless needs to be disclosed to supervisory 
authorities or courts if withholding it would infringe upon the rights of others, such as the right to appeal a decision. The ruling 

reaffirms that, while companies are not obligated to reveal their algorithms, they must provide explanations about the logic of 
their systems, particularly how variations in input data might affect outcomes, unless such explanations would expose trade 

secrets.105 
 

The principle of equality of arms, in turn, requires a ‘fair balance’ between the parties, meaning that each side must be able to 

present their case in court without facing significant disadvantage compared with the other.106 As with the adversarial principle, 
this requirement is inherent in the broader concept of a fair trial, being applicable to both civil and criminal cases.107 An example 

of failure to observe the equality of arms principle relates to one of the parties enjoying significant advantages regarding access 
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to relevant information, occupying a dominant position in the proceedings and wielding considerable influence with regard to 
the court’s assessment.108 

 
Artificial intelligence challenges these principles because, first, based on the features of the system being used, a party can 

encounter a black box problem. To comment on the system’s outcome in a meaningful way, a party must have the knowledge 

of its functioning, and in order to be able to comment on the relevant materials, a party must first understand the information. 
It is not possible to assume, however, that a party would be able to understand the systems or their functioning, much less 

provide insightful commentary on them, considering how these are often incomprehensible to a layperson, including judges. 
Second, crucial information may be withheld to protect conflicting interests – such as the need to safeguard trade secrets, 

intellectual property or the possibility of data manipulation – even in the unlikely event that a party is able to understand the 
system and comment on it appropriately.109 In this context, the CJEU decision in Yettel Bulgaria is of particular importance 

since it underscores that, while organisations are not required to disclose their algorithms, they must ensure meaningful 

transparency in how ADM functions. 
 

These challenges are also exemplified in a 2023 ruling of the ECtHR dealing with the encrypted messaging app ByLock.110 
The ECtHR determined that Turkish courts had violated Article 6 of the ECHR by convicting the applicant of being a member 

in a terrorist organisation responsible for the 2016 coup d’état attempt. This conviction was primarily based on the applicant’s 
use of ByLock, which authorities alleged was exclusively used by members of the group. This was despite the app being 

globally available and the authorities’ unwillingness to reveal any poten tially incriminating content from it. Instead, merely 
downloading or using ByLock was enough for individuals to be accused of membership in a terrorist organisation. Concerning 

the violations to the right to a fair trial,111 the ECtHR identified that there were inadequate safeguards to ensure that the applicant 

had a meaningful opportunity to contest the evidence against him and present his defence effectively and on equal terms with 
the prosecution. The intelligence services withheld the raw ByLock data from the applicant, preventing him from challenging 

the conclusions drawn from its use. Additionally, domestic courts refused to allow an independent examination to verify the 
data’s content and integrity. Concerns were also raised about the reliability of the ByLock data, including inconsistencies 

between different user lists compiled by intelligence services and discrepancies in the number of identified and prosecuted 
users. Other shortcomings included the fact that ByLock was available for public download from app stores and websites until 

early 2016, with no restrictions for nearly two years. Consequently, the app was accessible to anyone, not just members of a 

terrorist group, yet the domestic courts failed to acknowledge this.112 
 

5. Trust: Reasoned Verdicts 

 
In deciding cases at the domestic level, the courts in Council of Europe member states are usually obliged under domestic law 
to provide detailed reasoning to their judgments. And the ECHR, as interpreted by the ECtHR in its case law, also gives rise to 

substantial obligations concerning the content of that reasoning. According to the latter, the guarantees enshrined in Article 
6(1) of the Convention include the obligation for courts to give sufficient reasons for  their decisions.113 Although courts have 

some margin of appreciation when choosing arguments and admitting evidence, they are obliged to justify their activities by 

providing reasons for their decisions.114 The provided reasons should allow the parties to effectively exercise any available 
right of appeal.115 Not every argument advanced by the parties needs to receive a detailed answer by the court;116 however, 

where a party’s submission is decisive for the outcome of the proceedings, a specific and express reply is required.117 The courts 
are therefore required to examine, at the very least, the litigants’ main arguments118 and pleas concerning the rights and 

freedoms guaranteed by the Convention and its Protocols, with particular rigour and care. 119 
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A number of benefits theoretically achieved by giving reasoned judgments have been identified, which are summarised 

according to the three central values promoted by reason-giving in the courtroom: participation, accountability and accuracy. 
Fundamentally, imposing an obligation to give reasons for a judgment aims to secure litigants’ involvement in the judicial 

process while ensuring that the court is held accountable and accurate decisions are reached. To demonstrate that they are 

receptive to the evidence and arguments put out by the parties, judges must provide an explanation for their rulings. A judge 
conveys the degree to which the parties’ arguments have been comprehended, accepted or served as the foundation for the 

verdict by explaining their decisions.120 As previously seen, the perception that the decision-maker has given due consideration 
to the respondent’s views and arguments (i.e. voice) is crucial to acceptance of both the decision and the authority of the 

institution that imposes the decision.121 
 

Giving reasoned verdicts also works as an accountability-enhancing mechanism. It limits judicial discretion by ensuring that 

written decisions, or at least some record of the proceedings, can be read and reviewed by higher courts, as well as the public 
in general, and by encouraging judges to treat similarly situated cases alike and differently situated cases differently. This is 

closely related to the expectation of neutrality. Lastly, giving reasons for judgments enforces a form of self -discipline that is 
thought to improve the quality of the decisions. By requiring judges to substantiate their decisions based on facts and legal  

arguments, the accuracy of judicial decision-making is improved. Giving reasons guarantees that ‘judicial decisions are not 
made arbitrarily or based on speculation, suspicion, or irrelevant information’ and that ‘the deciding court has considered all 

relevant factors, researched the applicable law and given the case the thought it deserved’.122 When judges present litigants and 
the general public with the reasons why they decided in a certain way, they are more inclined to accept and comply with the 

decision, and thus overall trust in the judicial system rises. This connection between giving rea sons, litigants’ trust and the 

legitimacy of courts has been emphasised by the ECtHR, according to which a reasoned decision shows the parties that their 
case has truly been heard,123 thereby fostering public confidence in judicial outcomes. As Tyler and Lind explain:  

 
People are also affected by the degree to which they feel that the authorities with whom they deal are motivated to try to be  

fair to them and to others in the group … The perception of a motivation to be fair is crucial to people’s feelings about 

authorities, since it both reflects the character of the individual authority and is the basis for predicting his or her future 
behaviour.124 

 
One of the main ways in which judicial authorities convey to the public that their case has been heard – that is, their 

trustworthiness – is by providing reasons for their decisions. AI systems can pose significant risks to the judicial duty to provide 
reasons,125 particularly due to the quality and scope of their training data. As explained in Section 1, the accuracy of AI-

generated outputs depends on the diversity, representativeness and timeliness of the data used to train the models. If these 

systems are not trained on sufficiently comprehensive legal sources tailored to specific jurisdictions, their outputs may be 
incomplete or unreliable, ultimately undermining the reasoning required in judicial decisions. Even seemingly straightforward  

applications, such as summarising case law, can produce misleading results if the AI has been trained on a limited dataset. 
Additionally, since models such as ChatGPT are predominantly trained on English-language sources, they may not accurately 

reflect the legal principles of non-English-speaking jurisdictions. Copyright restrictions further limit the effectiveness of AI-
generated legal reasoning. While court rulings are typically public and can be used for training, legal literature – an essential 

resource for judges – is often copyrighted and inaccessible to AI systems. This restriction may reduce the accuracy and depth 
of AI-generated outputs, making it harder for judges to provide well-reasoned justifications for their decisions.126 Additionally, 

biases embedded in under-representative training data can perpetuate inaccuracies, further compromising judicial reasoning.  

 
The ‘black box’ nature of AI127 adds another layer of concern, as the lack of transparency about how these systems generate 

responses makes it difficult for judges to explain their reasoning when relying on AI tools:  
 

Even if the sources used for training are known and accessible, the internal mechanisms often remain obscure. This opacity 

and lack of transparency pose challenges for the judicial duty to state reasons, as judges must be able to clearly explain the 
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basis for their decisions. Without understanding how the AI reached its conclusions, judges cannot adequately justify their 

reliance on such tools, which undermines both the reasoning process and the broader perception of judicial legitimacy. 128 

 

Compared with human decision-makers, AI systems can be seen as inscrutable, thereby impacting people’s willingness to 
accept the system’s decisions or recommendations.129 In a recent study about public perceptions of algorithmic judges, 

researchers found that, despite acknowledging various advantages associated with algorithms (e.g. speed and cost), court users 
tend to trust human judges more, and show greater intentions to go to court when a human judge adjudicates, as opposed to an 

algorithmic one. Additionally, the extent to which people trust algorithmic and human judges was also found to vary according 
to the nature of the case, with trust for algorithmic judges being particularly low in emotionally complex cases, compared with 

technically complex or uncomplicated cases.130 This might be related to people perceiving AI systems as lacking empathy or a 
full understanding of the complexity of human relations – a topic that will be explored in the next section. 

 

It is often argued that the judicial duty to give reasons can lead judges to be less reliant on the recommendations put forward 
by an algorithmic or AI system. For instance, returning to the case of State v Loomis, the Wisconsin Supreme Court established 

that a judge ought to explain which factors, in addition to the COMPAS risk assessment, independently support the sentence 
imposed,131 in an attempt to ensure that the results of automated risk assessments are weighed appropriately. What this line of 

reasoning fails to consider, however, is that the justification put forward by the judge might simply be an ex post rationalisation 
of a decision already made on other grounds – namely, on the output provided by the system. Social psychology research on 

judgement and decision-making suggests that our reasoning is heavily influenced by accountability pressures: if people believe 

that they might eventually be called upon to explain themselves, they will reason much more carefully – not necessarily trying 
to find out the truth, but trying to figure out what is justifiable and defendable: 132 

 
[A] central function of thought is making sure that one acts in ways that can be persuasively justified or excused to others. 

Indeed, the process of considering the justifiability of one’s choices may be so prevalent that decision makers not only search 
for convincing reasons to make a choice when they must explain that choice to others, they search for reasons to convince 

themselves that they have made the ‘right’ choice.133 

 
This also applies to judges, whose written decisions may be scrutinised by appellate courts, the parties and the public. In this 

sense, there is a risk that judges might simply look for arguments that support a conclusion originally reached on the grounds 
of, for example, a risk-assessment report, and favour those conclusions for which arguments can be found.134 If the public 

believes judges are using AI systems they consider untrustworthy, the legitimacy of the courts could be undermined.  
 

6. Standing: The Role of Courts 
 
Article 6 ECHR enshrines that everyone is entitled to a fair and public hearing by an independent and impartial tribunal 

established by law. Throughout this article, I have discussed several of the essential guarantees pertaining to the right to a fair 
trial, without discussing what is meant by and what is the role of a tribunal or court. According to the ECtHR, a court or tribunal 

is characterised in the substantive sense of the term by its judicial function – that is, determining matters within its competence 
based on rules of law and after proceedings conducted in a prescribed manner.135 An authority that is not formally recognised 

as a court within a state may still fall under the concept of a ‘tribunal’ in the substantive sense of the term for the purposes of 

Article 6(1).136 Additionally, the fact that it performs various functions (e.g. administrative, advisory, adjudicative) does not 
preclude an institution from being a deemed a ‘tribunal’.137 An inherent characteristic of a court or tribunal is the authority to 

issue a binding decision that cannot be changed by a non-judicial body to the detriment of an individual party.138 In order to 
have the legitimacy required in a democratic society, a tribunal must always be ‘established by law’.139 This encompasses not 

only the legal basis for a tribunal’s existence, but also compliance by the tribunal with the particular rules that govern it.140 By 
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definition, the lawfulness of a court or tribunal also includes its composition, including the procedures governing the 
appointment of judges.141 Finally, a ‘tribunal’ must meet additional requirements, including independence – particularly from 

the executive –  as well as impartiality, the duration of its members’ terms of office and procedural safeguards, several of which 
are explicitly stated in Article 6(1).142 

 

The role of courts, however, is being affected by the introduction of digital technologies. According to Helberger, ‘technology 
is not only changing the materiality of courts – moving from physical buildings to digital portals – but also affecting their 

symbolic function as public institutions’.143 Regarding the former, the author explains that courthouses have an important 
symbolic function as the place where one goes to see justice being done, which allow for different forms of communication 

and access than, for example, virtual courtroom meetings. With the arrival of the internet and digital technologies, the 
materiality of courts as a physical location was one of the first characteristics that were let go by society as a defining f eature 

of the sphere of courts – a process further accelerated by the global pandemic. Helberger notices a general trend to ‘digitise 

courts and court proceedings to offer various court services online, streamline and make processes more efficient, enable remote 
hearings, and improve online accessibility 24 hours a day’ and argues that these initiatives ‘effectively erode our idea of courts 

as a location – a place one has to go to get justice’.144 In this context, others have also presented concerns regarding this shift, 
mainly relating to procedural justice and reduced possibilities for interaction and effective communication. 145 

 
The ECtHR judgment in Xavier Lucas v France146 serves as an appropriate example of the risks associated with the 

digitalisation of justice. The case centred on the mandatory use of the ‘e-Barreau’ electronic platform for filing appeals. Lucas’s 
lawyer attempted to challenge an arbitration award on paper, but the French courts rejected it, insisting that it must be sub mitted 

electronically – even though the platform lacked the necessary legal categories for accurate submission. The ECtHR found that 

requiring electronic filing without addressing practical obstacles placed an excessive and disproportionate burden on the 
applicant. The ruling criticised France’s rigid, formalistic approach, s tating that it undermined access to justice rather than 

ensuring legal certainty. Consequently, the court held that France had failed to balance procedural formalities with the 
fundamental right to a fair trial. 

 
In addition to changing the materiality of courts, Helberger further argues that digital technologies are affecting a second 

requirement that, until recently, identified a court: expertise and judicial authority:  

 
Courts have been described as a place where we see ‘justice being done.’ They are places where we can see justice being 

done because in courts, we expect to find expertise and experts that can be trusted to adhere to judicial values and 
procedures. The personification of this expertise is the figure of the judge. Judges are experts who adhere to and possess 

the necessary substantive and procedural knowledge to apply the law and operationalize judicial values such as impartiality, 

knowledge of and adherence to principles of due process, respect for transparency, and the ability to reason in line with the 

judicial method. Typically, admission to the position of a judge is conditional upon the successful completion of a study of 

the law. But expertise in itself  is not sufficient. Public perception and confidence in the public that judges and courts can 
comply with this task are also important elements of their authority.  147 

 

With digitisation, the traditional perception of judges as the ultimate symbol of judicial authority is fading. While judges once 
held a central role in courtrooms, overseeing legal proceedings, digital societies are increasingly adapting to new forms of 

authoritative decision-making. Judicial authority is now being substituted by alternative decision-makers with distinct areas of 
expertise, including citizens, corporations and even AI.148 

 
From the perspective of procedural fairness, the shift of authority being increasingly expressed algorithmically is problematic 

not only in relation to accessing courts but particularly when it comes to expectations of standing. This, we have seen, 
encompasses feelings that one is viewed by authorities as a full-fledged member of society, thus being treated politely and with 

dignity, and having their rights and opinions respected. It is connected to the extent to which authorities are polite and re spectful 

in their dealings with litigants. Meyerson and Mackenzie explain that the reason why people associate these interpersonal 
aspects of procedures with fair treatment is because:  
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satisfactory interpersonal treatment by group authorities symbolically communicates the information that we possess value 

or status in the eyes of our community, which in turn supports a sense of self‐respect or self‐worth. Conversely, people feel  

that they have been denied procedural justice when the interpersonal aspects of procedures are unsatisfactory, because poor 
interpersonal treatment casts doubt on their standing in their group and damages their self‐respect. 149 

 
The shift towards automation may dehumanise the court experience, reducing litigants to mere numbers or probabilities, 150 

Additionally, when it comes to the judicial role, human traits such as empathy are often described as crucial, especially for how 
litigants perceive the process. For instance, presenting a case to a judge who can empathise with the parties involved and deliver 

a judgment informed by an understanding of the decision’s impact is vital for a fair and meaningful process (especially in 

emotionally complex cases). But empathy is not the only thing lost when essential aspects of judicial decision-making are 
automated.  

 
In this context, Moses identifies three characteristics inherent to the role of judges that can hardly be replaced by AI: the  ability 

to exercise judgement, being attuned to the morality of the community in which decisions are made and being subject to law in 
a meaningful sense.151 Regarding the first characteristic, she explains that the exercise of judgement in reaching a decision is 

more critical to the function of judging than the mere production of text or predictions. She argues that what judges do, even in 
higher courts, extends beyond merely producing text with valid doctrinal arguments. According to her, the most important 

aspect is that judges are exercising judgement, which differs from both prediction – where the expected outcome of litigation 

is determined using probability – and simulation, such as what ChatGPT does when asked to generate a judgment. She 
emphasizes that the manner in which a decision is made is as critical as its content.152 The other characteristics relate to the 

purpose of the rule of law in tempering power. When judges view themselves as subject to the same law they are interpreting 
and applying, this belief serves as a safeguard against arbitrariness. In theory, if a judge committed the same offence as the 

person before them, they would be vulnerable to being sentenced by someone in a similar position. Similarly, if the judge or 
an entity with which they were associated was involved in a civil dispute akin to the one before them, the same legal principles 

and interpretations would apply. This awareness likely makes the judge less prone to acting arbitrarily, unlike a despotic ruler 

who is not bound by the same rules. An automated system, however, lacks this awareness because it does not experience the 
law in the same way. To Moses, ‘if the entity making, interpreting or enforcing rules experiences those rules fundamentally 

differently, then the rule of law as a means of tempering power breaks down’.153 While this is not the same as empathy, it is 
nevertheless linked to considerations of standing, and the overall identification (or lack thereof) of the general public with the 

entity making decisions affecting them. 
 

7. Concluding Remarks 
 

In this article, I have presented how the adoption of AI systems to support judicial decision-making is often justified by putting 

forward a narrative in which the fallibility of human judges, who are often biased and limited in their cognitive capacities,  is 
contrasted with AI’s purported ability to enhance accuracy, objectivity and consistency in judicial decision-making. Indeed, 

there are clear benefits to the use of AI for the administration of justice, but the risks are also substantial and therefore require 
a careful analysis of which forms of automation are useful, appropriate and consistent with the rule of law and with the 

foundational elements of the right to a fair trial. In this context, the main goal of this article was to explore how the use  of AI 
by courts can challenge these elements, and how they can negatively impact people’s perceptions of procedural justice in ways  

that normal human adjudication – even when done by ‘fallible judges’ – does not. The way litigants and society perceive the 

fairness of procedures merit attention because it is intimately associated with the legitimacy of judicial institutions.  
 

Although it is beyond the scope of this article to offer detailed solutions to the challenges that have been explored, some 
strategies are worth further investigation. One promising approach is improving AI literacy 154 among judges. As mentioned in 

the introduction, the UNESCO Draft Guidelines for the Use of AI Systems in Courts and Tribunals were developed following 
the unnerving discovery that, even though 44 per cent of judicial operators already use AI tools for work-related activities, only 

9 per cent of them report that their organisations have issued guidelines or provided AI-related training.155 A lack of guidance 

and proper understanding about the AI’s functionalities and capabilities can result in situations where judges heedlessly accept 
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the system’s output. This need for AI literacy has been recognised in recent attempts to regulate the technology, with both the 
Council of Europe Framework Convention on Artificial Intelligence156 and the European Union AI Act enshrining obligations 

to promote digital literacy and skills, particularly among professionals deploying AI systems.  
 

Enhanced education on emerging technologies for legal professionals, along with increased collaboration with researchers, 

engineers and developers of AI, can help judges gain a clearer grasp of the strengths and limitations of AI systems. Collaboration 
with AI developers is also crucial for enhancing the design and functionality of automated systems in the judiciary. Ideally, the 

development of AI tools for use in judicial settings should shift from outsourcing to private companies toward state -built or 
non-profit models.157 However, given the considerably high cost of designing an AI application and the fact that judicial 

institutions – unlike companies – often lack the resources and expertise to efficiently do so, the outsourcing of external private 
parties is often a more viable option than the in-house development of AI systems158. Still, by working closely with developers, 

judicial institutions can ensure that AI tools are tailored to the specific needs of the courts, aligning with legal principles and 

ethical standards. This collaboration can help to address potential biases and errors in AI systems (for example, by improving 
data quality), making them more reliable and transparent. Finally, in relation to the problem of judges’ bias in adjudication, a 

promising possibility consists in the use of AI methods to help detect and counteract judges’ implicit biases, such as through 
predictive judicial analytics in the form of machine learning.159 AI can help identify the situations where judicial bias is likely 

to take place, based on the analysis of covariates that, despite being legally irrelevant, have been shown to influence judic ial 
decisions. By identifying the instances in which bias commonly arises, it is possible not only to alert judges but also to target 

debiasing interventions, such as educating judges on the subject and offering feedback on their work.160 Given the high stakes 
involved in judicial decision-making, and the importance of having litigants’ basic expectations concerning fair processes met, 

these are avenues of investigation that are worth pursuing. 
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