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Abstract

This article delves into the relationship between language in law and the automation of legal decision-making processes. The conflict arises between the indeterminate language of the law and the necessary precision of algorithmic language, where the first needs to be translated into the other during the process of automation. The article seeks to provide definitions as well as the necessary excursion into the role of indeterminacy in the legal language to be able to shed a light on this process. In this regard, the article examines several problematic examples of the currently utilised algorithmic systems in legal decision-making. Subsequently, the article sets forth its thesis: that indeterminate language used within legal rules sets out the perimeter for areas suitable for the process of automation, determined by the very nature of such areas of law as a negative demarcation. Lastly, it provides language-based positive demarcations for such areas. Further, by examining the theory of legal indeterminacy, the article shows that the conclusion does not in fact lie in the technical impossibility of creating an indetermined algorithm, but rather in the very purpose of such language – that of mandating a value judgement. The conclusion of this article thus seeks to be technologically neutral by providing a different route of the purpose examination to reach it, rather than technological impossibility, which may change in time.
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1. Introduction

‘Nothing.’ That was the answer of McCarthy, one of the fathers of the technology of artificial intelligence (AI), when he was asked in an interview, ‘What do judges know that we cannot tell a computer?’\(^1\) It has now been more than 50 years since this interview took place and we can observe various technologies being deployed within the legal sphere and various public institutions, with a varying degree of not only autonomy but also success. And while such deployment is far from perfect, the question ‘What do judges know that we cannot tell a computer?’ remains relevant. While we would like to retain that question in this article, we will shift the emphasis to ‘What do judges know that we cannot tell a computer?’

This is an issue for various reasons. First, there is the conflict of choosing the base for such information, a sort of Hart–Dworkin debate 2.0, trying to establish whether the rule ‘told’ to the computer ought to be based on the written laws and norms or their previous interpretation by the relevant bodies applying them.\(^2\) Second, should one manage to solve this riddle, other issues of legal philosophy appear. The issue central to the following article is the issue of legal language, most notably its indeterminacy – that is, in a clash with a rather precise language of the computational algorithms. Our language is riddled with many features innate to a human language and communication, such as metaphors, synonyms or language that is simply indeterminate without the proper context being established between the communicators.\(^3\) The interpretation and the underlying communication are

---

\(^1\) McCorduck, “Machines Who Think,” 375.
\(^3\) Ellison, “Compositionality, Metaphor, and the Evolution of Language.”
\(^4\) Or, as Eco, “Travels in Hyperreality,” 140 puts it, without a proper Code between the communicators.
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necessarily dependent on the interpreting agent being able to establish the proper context and grasp the meaning of the indeterminate language used.

Use of such ‘problematic’ language has been heavily debated in both legal theory and practice. Similar discussion may be observed in the second field relevant to this article: that of computer science and, more precisely, fields of AI. Combining these endeavours, which both require a higher degree of linguistic determinacy, may then appear as an exponentially more complicated problem.

In this article, we investigate the relationship between the indeterminacy of legal language and the possibilities of automating legal decision-making carried out by public institutions. In order to do that, we first have a look at the issue of indeterminacy of legal language in general, as well as its role and necessity, to figure out whether such language can be avoided or its effects mended, if desirable. Second, we will establish the impact of such indeterminacy on the processes of legal decision-making automation and provide several existing examples. Lastly, should it prove to be problematic, we will try to establish whether the language presents an absolute obstacle to automation, or whether there are some areas of legal decision-making for which this issue is not present.

Analysing all these points ought to lead us to shedding some light on the thesis of this article:

The use of indeterminate language in law can be seen as a limit to algorithmisation, pointing us towards such areas of law and decision making where there is no use for it, therefore showing us areas of law that are good fit for the process of algorithmisation.

This, in turn, should be determined by closely examining the role and necessity of indeterminate language in law. The approach of examining the algorithmisable areas via the language used is beneficial due to its future-proofness as these conclusions should still remain relevant, even with the further advances in the field of machine learning that would perhaps allow us to overcome some of the technical obstacles connected to vague language. The conclusions might at times seem obvious from our current state-of-the-art machine learning systems; however, given the unprecedented pace of development we have been experiencing, analysis that relies purely on technological limitations will not remain relevant for long. Therefore, this article takes our existing understanding of the issue of indeterminacy in legal language and applies it to this new issue. Its ultimate goal is to show how we should approach the issue of algorithmisation of legal decision-making from the perspective of legal scholarship on legal language, not to contribute to the development of this scholarship at large.

2. Legal Language and Its Indeterminacy

Regardless of one’s opinions on the law and its nature, one cannot escape the fact that law lives within language and language forms its foundation. As such, by its use, (legal) language determines meaning (in law) – its construction and communication, which are essential for its applicability. The essential role of language brings with it the problem of language for and in law.

Given the extensive nature of this issue, it is necessary to establish definitions for key terms. This article thus provides merely an introductory overview of essential concepts for the following analysis, rather than aspiring to be a comprehensive work on the subject. Poscher observes that legal theory has mostly overlooked the differences between various ‘linguistic indeterminacies’, categorising them jointly as ‘vague’ language. While definitions may vary, all forms of ‘problematic

---

3 Keil, “Vagueness and Law.”
6 See, for example, the Hart–Dworkin debate that was about language as much as the nature of law. Or see an overview in Otakpor, “On Indeterminacy in Law.”
7 “Our law is a law of words”: Tiersma, “Legal Language.”
8 Waldron, “Vagueness in Law and Language.”
9 Greenberg “Legislation as Communication?”
10 Murphy, “The Duty of the Government to Make the Law Known.”
11 Brozek, “Defeasibility of Legal Reasoning,” 34.
12 Keil “Vagueness and Law,” 2.
language’ share a common semantic indeterminacy within their core. The choice of definition not only aids in subsequent analysis but also offers insights into addressing the challenges posed by such language.

In linguistically oriented literature, the question of vagueness is usually examined through the ‘sorites argument’ – or the paradox of the heap. This ancient argument is based on the premise that a heap of sand consists of one million grains. Removing a single grain does not make it a non-heap. Repeating this process leads to the observation that even a single grain must still constitute a heap. This conclusion arises from the vagueness of the predicates, allowing for one-dimensional variation within the predicate’s scope. It becomes impossible to pinpoint the exact threshold at which the predicate no longer applies. While the sorites argument is conceptually simple, numerous theories have sought to address it. These theories range from mere descriptions to assertions of the inherent vagueness of all existing objects.

Many theoretical developments have advanced our understanding of the complexities inherent in human language and communication. Importantly, these theories have highlighted that vagueness is just one aspect of ‘problematic’ language and, significantly for law, they have differentiated between vagueness and the open texture of language. This applies to language in general, indicating that, while aspiring to precision, even legal language shares some of these challenges.

2.1 Defining Problematic Language

While some authors, ironically, acknowledge the semantic difficulty of defining ‘problematic’ language, a further exploration of key terms is necessary. The use of the term ‘problematic language’ intentionally highlights the notion that a proper definition of vagueness of language reveals that vagueness alone does not encompass the full range of issues tied to semantic indeterminacy.

Defining this over-arching term requires us to examine its constituent elements, which vary in the existing literature. Some authors use the term ‘indeterminacy’ as a catch-all for any form of problematic language rooted in the semantic core. In the literature, this term is split either into ambiguity or (several forms of) vagueness. Gürler suggests five possible interpretations, primarily differing in the extent to which they investigate the essential semantic indeterminacy of a given term. Gürler’s analysis builds on Solum’s critical perspective on indeterminacy, which he describes as follows: ‘The law is indeterminate with respect to a given case if and only if the set of results in the case that can be squared with the legal materials is identical with the set of all imaginable results.’ Perhaps more fittingly, further on in the text he refers to indeterminate rules as rules that allow for a mere ‘rule-guided’ decision as opposed to strict ‘rule-bound’ decision, or completely ‘unbound’ decisions. Rule-guided decisions differ from the other two types in the level of consideration that they allow, or essentially require, from the body applying them.

The fundamental understanding of the use of indeterminate or problematic language in law leads to a unified definition for this article, as provided by Jeremy Waldron in his work on philosophical issues of vagueness in law and language. He also chooses the over-arching term ‘indeterminacy’ and, similarly to the previous authors, identifies its constitutive elements as vagueness, ambiguity and contestability. Waldron not only offers a list of these constitutive elements that aligns with prior works on this subject but also provides fitting definitions. As a result, this article will address problematic language within Waldron’s definitions.

15 Waldron, “Vagueness in Law and Language.”
16 Keil “Vagueness and Law.”
18 Sorensen, “The Sorites Argument.”
19 Ludwig, “Vagueness and the Sorites Paradox.”
20 Ludwig, “Vagueness and the Sorites Paradox”; see also Bertrand Russell, The Basic Writings of Bertrand Russell, 106. Russell points out that language describes objects; however, objects suffer from temporal and spatial instability due to the nature of physics, thus the object described never-already exists as being described by that language: Russell, The Basic Writings of Bertrand Russell, 106.
21 Grimm, “The Buried Quantifier.”
25 Waldron, “Vagueness in Law and Language.”
26 Lanius, “Strategic Indeterminacy in the Law.”
27 Lanius, “Strategic Indeterminacy in the Law.”
28 Gürler, “The Problem of Legal Indeterminacy.”
29 Solum, “On the Indeterminacy Crisis.”
30 Solum, “On the Indeterminacy Crisis.”
31 Waldron, “Vagueness in Law and Language.”
The first element identified by Waldron is ambiguity, which refers to language where an expression X can be interpreted in two distinct ways. This arises when there are two predicates, P and Q, that resemble X but refer to different — although possibly overlapping — sets of objects.\(^{32}\) The meaning of each predicate results in a different way of categorising objects as falling within or outside its scope. In simpler terms, ambiguity in this context refers to polysemy, where expressions can reasonably have multiple distinct meanings.\(^{33}\) In a legal context, consider a regulation of banks. Without additional context, one could reasonably interpret this regulation as pertaining both to financial institutions and land adjacent to rivers.

The second form of problematic language is vagueness. It is such language where a predicate P is considered vague if there are instances \(x_1\), \(x_2\), and so forth within the domain of the term’s application. In such cases, users are typically undecided about the truth value of statements like ‘\(x_1\) is P’ or ‘\(x_2\) is P’ due to the inherent nature of the predicate P rather than a lack of knowledge.\(^{34}\) For instance, when using the term ‘blue-coloured’, we may reasonably argue about whether certain shades should be classified as ‘blue’; this argument does not stem from a lack of knowledge of the term ‘blue-coloured’. Vague terms are those whose boundaries are not clearly defined, and for any such predicate, one can envision a borderline case whose categorisation as part of the vague term is inherently unclear.\(^{35}\)

The last type, identified by Waldron, is contestability. While less common in the literature, it can be seen as an indeterminacy, the source of which is the interpreter’s personal values. A predicate P is then contestable if (1) it is not implausible to regard both ‘something is P if it is A’ and ‘something is P if it is B’ as alternative interpretations of the meaning of P; (2) there is an evaluative or normative element \(e^*\) in the meaning of P; and (3) due to (1) and (2), there is a history of using P to embody rival standards, such as ‘A is \(e^*\)’ and ‘B is \(e^*\).’\(^{36}\) For example, the term ‘democracy’ could be understood, based on one’s values, to mean either a more representative government or a strictly participatory plebiscite approach to public affairs.\(^{37}\)

Grouping these individual terms, as suggested by Waldron, leads to another frequently discussed aspect of indeterminacy in (legal) language: the open-texture.\(^{38}\) Originally described by Waismann\(^ {39}\) as a general linguistic attribute, the concept of open-texture has made its way into legal philosophy.\(^ {40}\) Waismann’s work drew from Wittgenstein’s ‘Philosophical Investigations’, using ‘open-texture’ to describe words that are not always strictly bound by the rules of language. The distinction between open-texture and vagueness lies in the potential for vagueness within the open-textured terms.\(^ {41}\) Hart’s application of this concept to law has provided a more solid foundation for its use.\(^ {42}\)

Hart takes this originally strictly linguistic concept and applies it to open-texture of legal rules by observing that any law, or more precisely a rule or concept inscribed within this law, has a core plain language meaning, regardless of whether it has been set as such by the law-maker or derived from the previous cases. When applying such a rule to a specific situation, there is a need to classify the situation within the scope of the rule’s terms. The indeterminacy of the rules will, after all, not arise in the moment of their creation, but rather always at the hands of the applying body, which is often required to unequivocally decide whether some vague predicate does or does not apply to a well-defined, yet borderline, case.\(^ {43}\)

In the quintessential Hartian example, if there is a rule against ‘vehicles’ in a park, we must determine whether a given object is a vehicle and should be subject to the rule. Since the rule has a well-defined core, such classification will in most situations not present a problem — or, as Hart observes:

> The plain cases, where the general terms seem to need no interpretation and where the recognition of instances seems unproblematic or ‘automatic’, are only the familiar ones, … where there is general agreement in judgments as to the applicability of the classifying terms.\(^ {44}\)


\(^33\) Dabkowski, “A Wittgensteinian Look on Vagueness.”

\(^34\) Waldron, “Vagueness in Law and Language,” 513.

\(^35\) Solan, “Vagueness and Ambiguity in Legal Interpretation,” 73.


\(^37\) The notion of contestability has been taken to its more extreme notion by a pragmatic view of Schiffer, who claims that any vague case has just one way of being solved by a judge, simply based on what the judge holds to be correct in their internal view; thus, they are essentially always making a value-based judgement. See Schiffer, “Vagueness and Partial Belief”; Greenwalt, “Legal Interpretation,” 45.

\(^38\) See Lanius, “Strategic Indeterminacy in the Law,” 149; at one point, Lanius introduces these terms as interchangeable.

\(^39\) Waismann, “Verifiability.”

\(^40\) Hart, “The Concept of Law,” 124; for the relation to Waismann, see Bix, “HLA Hart and the ‘Open Texture’ of Language.”

\(^41\) Endicott, “Vagueness in Law,” 37.

\(^42\) Endicott, “Vagueness in Law,” 37.


\(^44\) Hart, “The Concept of Law,” emphasis added.
However, the issue arises at the ‘borders’ of the term when it is unclear whether the rule applies — for example, when classifying a stroller in the context of ‘no vehicles in the park’. This ‘fringe of vagueness’ creates open texture of the law — or, as Bix aptly notes, legal language simply lacks the mathematical precision.

Similarly to Waismann, who claims it presents an advantage that allows for accommodation of new discoveries and natural development of the language, Hart also observes that this attribute of legal rules allows them to be reinterpreted and applied in such cases that were not, or could not have been, predicted nor expected (‘ignorance of fact’ and ‘ignorance of aim’) by the law-maker, thus making the rules more flexible. This brings us to the next point of inquiry: the function of this tool, which is not an error but a deliberate choice by the law-maker. Understanding this purpose is essential in determining whether, if problematic for algorithmic processes, such indeterminate language can be eliminated.

### 2.2 Function of Indeterminate Language

Just as different authors propose diverse theories and definitions of indeterminate language, there are typically various theories concerning its function. The functionality will be explored through the authors already presented, or those who build upon them.

The preceding sections have already offered a brief overview of the function of the fringe vagueness of terms, which includes the possibility for future development and the flexibility of law to be able be applied to cases that the law-maker did not or could not consider, either by virtue of ignorance or by virtue of the impossibility of knowing future developments, that ought to be reflected by the law.

A similar perspective has been identified in specialised types of communication by Umberto Eco. He notes that, as opposed to the specialised one, vagueness or indeterminacy is typically something that does not occur very often in everyday communication since there exists a shared ‘code’ between communicators that governs the context and interpretation of the communication. He illustrates this point using the example of aesthetic communication, which intentionally maintains ambiguity and lacks an established code (between the communicators). This intentional vagueness is meant to encourage diverse interpretations by individuals experiencing a given work of art in various temporal and societal settings. In this context, the code is determined ad hoc by the broader societal setting, which is inevitably influenced by the interpreter’s temporal placement.

Applying this observation to legal communication, one can readily discern the reflection of this and the open-texture in the case of the living instrument doctrine. This doctrine is often invoked in the debates on textualism and possibilities of departure from the original meaning by the interpreting body. In constitutional law, such discussions are common in the Anglo-American tradition, while in continental legal systems the notion is closely linked to the European Convention on Human Rights. As the principal applying body, the European Court of Human Rights advocates the use of an evolutionary or dynamic interpretation, encapsulated within this doctrine.
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47 Waismann, Philosophical Papers.
48 Hart, “The Concept of Law,” 128. These are the general reasons for the raise of the “problematic” language given and analysed by the aforementioned authors; however, they are not the only ones that can be raised. Another reason could be the need for a political agreement during the phase of drafting the relevant law. While the sources may vary, their resulting effect, of a necessary close judgement by the applying body, remains. See further Shobe, “Intertemporal Statutory Interpretation and the Evolution of Legislative Drafting.”
49 Waldron, “Vagueness in Law and Language.”
50 Eco, “Travels in Hyperreality,” 44.
51 Eco, “Travels in Hyperreality,” 140.
52 Eco, “Travels in Hyperreality,” 140.
54 Rehnquist, “The Notion of a Living Constitution.” This doctrine essentially argues for an evolutive interpretation, one for which the text is not as important as the societal setting in which it is interpreted, meaning that the interpretation of terms and rules can and should change over time.
56 Scalia, “Common Law Courts in a Civil Law System.”
Developed throughout its case law, this doctrine allows the Convention to be ‘kept abreast of present day condition’ and to be ‘not stereotyped as at the date of the treaty but … be understood in the light of the progress of events and changes in habits of life.’ Similar to Waismann’s observation regarding the function of open texture in common language, which enables language to respond to societal developments, the concept of the living instrument enables the court to address ‘ignorance of fact’ and ‘ignorance of aim’ inherent in the drafting of the Convention. It allows the reinterpretation of the rules to align more closely with the current societal attitudes and opinions.

For instance, it enables the court to interpret rights related to the protection of family life, particularly those pertaining to the rights of same-sex couples, without requiring changes to the Convention’s wording – by invoking the living instrument doctrine, the court can interpret the concept of marriage to include same-sex couples.

The concept of living instrument is perhaps not a surprising inclusion as a lot of issues related to law and language revolve around interpretation. However, when it comes to the function of indeterminate language, it needs to be investigated further. In such further investigation, the living instrument doctrine can be seen not as the function of indeterminate language itself but merely its result. Living instrument always relies on the interpreting body to perform the necessary interpretation that fulfills the goal of evolutionary interpretation.

By focusing on the role of the interpreting body, we can discern a different variation of the function, as proposed by Waldron. In his essay on philosophical issues of vagueness, Waldron contends that the use of indeterminate language is a deliberate choice by the law-maker, serving a specific function. He argues that every ambiguous term has a precise meaning, one of prompting the body applying such rule to make a value judgement within the scope of the term. This involves making a value judgement based on the evaluative criteria inherent in the term.

In Waldron’s argument, the necessary value judgement is expected to be performed by the body applying the law. This perspective aligns with similar observations made by previously mentioned authors. Lanius, in his analysis of Hart’s work, highlights that while the function described by Hart pertains to the ability to shift the interpretation of given rule, this function is in fact one of (purposeful) power shifting, away from the legislative body towards the body applying the law. Essentially, where Hart sees a certain ‘future-proofing’ and Waldron sees an evaluative delegation, Lanius takes those ‘effects’ and traces them further to a power delegation by legislator. This delegation allows the interpreter to define the boundaries of the term.

A similar view is expressed by Soames, who posits that the use of language by the law-maker serves a deliberate purpose, evident in its continued use: to shift power and responsibility toward the applying body. Even within his interpretation of indeterminacy as a tool of power shifting, the perceived effect is similar to the previously noted observations. The value of vague language lies in its function of creating a space for the applying body for the incremental, case-by-case precisification. Such observation reinforces the value of indeterminacy, as reflected in the living instrument doctrine.
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59 Christine Goodwin v The United Kingdom and Stafford v The United Kingdom.
60 Christine Goodwin v The United Kingdom and Stafford v The United Kingdom.
61 Christine Goodwin v The United Kingdom and Stafford v The United Kingdom.
62 Such power of the court, however, brings with it the necessary discussion of what constitutes the core of such law. Letsas, “The ECHR as a Living Instrument.”
63 Shahid “Equal Marriage Rights and the European Courts.”
64 Such a core function, to be able to adapt the legislation to “socially desirable outcome” that could not possibly have been foreseen by the legislator, is identified as the main function of the open textuedness of language. See Hart, “Essays in Jurisprudence and Philosophy,” 269–270.
66 Even though Waldron does not further such argumentation, one could perhaps add that it is possible mainly due to the intimate knowledge of the given case at hand by the applying body, thus fulfilling the Derridean condition of justice as an individual and individualised re-discovery of the law in every judgement and every case at hand. See Derrida, “Deconstruction and the Possibility of Justice.”
67 Lanius, “Strategic Indeterminacy in Law,” 149.
68 Soames, “Vagueness and the Law.”
69 Asgeirsson, “Can Legal Practice Adjudicate Between Theories of Vagueness?”
70 Asgeirsson, “Can Legal Practice Adjudicate Between Theories of Vagueness?”
Soames further advances an argument in favour of one of the theories of vagueness, that of the partial definition/context-sensitive theory.\textsuperscript{71} This position stems from the observation that vague language serves as a tool of case-by-case specification,\textsuperscript{72} as (only) applying bodies possess familiarity with the specific situation.\textsuperscript{73}

In these various yet interconnected interpretations, we can discern the function of indeterminate language taking shape. First, all the authors agree that it is a deliberate and purposeful tool for law-makers.\textsuperscript{74} By incorporating it, law-makers delegate a portion of their power to the applying body and instruct them to make a value judgement within the chosen term. This enables the body to overcome the limitations of the law-maker, who cannot have knowledge of individual cases or anticipate future societal developments. Consequently, the body applying the law is called upon to make an evaluative judgement based on the specific circumstances and employ an evolutionary interpretation of the rule to better align with current society.

2.3 The Necessity of Indeterminate Language

This leads to consideration of the second question, relating to a need for such language. The question can be addressed on two levels. The first is the general nature of language itself, as a necessary medium for the law, as a certain degree of indeterminacy appears to be an innate quality of human language.\textsuperscript{75} As a result, there were several efforts to construct an artificial language based upon the linguistic rules of natural languages, which would even allow them to remain speakable. However, the artificiality of these languages is reflected mainly in their strictly logical structure,\textsuperscript{76} which eliminates ambiguity in the process of information exchange.\textsuperscript{77}

Should we accept the thesis that indeterminacy is an innate quality of natural language, we could eliminate it by using a strictly logical artificial language. This, however, begs the question of its feasibility with regard to the basic rule of law requirement of the accessibility of law, which requires the law to be written intelligibly.\textsuperscript{78} It is unlikely that language, with no utility outside of law, could be learned by everyone just to understand the laws. While using a strictly logical language might eliminate linguistic indeterminacy, it could render the law ineffective in fulfilling its essential function.

One such artificial logical language, Loglan,\textsuperscript{79} has been proposed as an ideal medium for an interlingual machine translation.\textsuperscript{80} It has been suggested as a mediary that provides the in-between step of translation, precisely due to its ‘machine-friendly’ nature.\textsuperscript{81} This leads to the possibility of using such a language for the specific purpose of translating laws for machines\textsuperscript{82} that will be applying such rules. Translating the rule into the algorithm is an essential step,\textsuperscript{83} regardless of whether artificial language is the intermediary. This, however, does not provide the answer to how should we treat the indeterminate language of the law, nor does it appear that we would be pragmatically capable of replacing natural language.

It has become clear from the analysis of the function of indeterminate language that such language represents not only a necessary, but even a useful, tool. The indeterminacy of legal language allows law-makers to overcome certain limitations when drafting laws. Erasing such language would require us to provide an alternative solution to the problems that are addressed by its use. Therefore, it is not viable to eliminate indeterminate language. Instead, we should explore the implications of this.

\textsuperscript{71} Soames, “Vagueness and the Law,” 95–103.
\textsuperscript{72} Context sensitivity refers to the discretion of a speaker using the term. Not to be confused with the statutory interpretation rule of noscitur a sociis that requires the judge to look at the immediate surrounding terms. See Barnes, “Modern Statutory Interpretation,” 270.
\textsuperscript{73} See Derrida, “Deconstruction” for the individualisation of the judgment as a prerequisite of justice.
\textsuperscript{74} Given the scope of this article, we have considered only the relation of the law-maker and the body applying the law; however, this is not to say that the use of an indeterminate language has no value for the people to whom the law is addressed. See Endicott, “The Value of Vagueness.”
\textsuperscript{75} Some of the mentioned theories went so far as to suggest that it reflects the indeterminate nature of reality. Russell, The Basic Writings of Bertrand Russell, 106.
\textsuperscript{76} Riner, “Loglan and the Option of Clarity,” 275.
\textsuperscript{77} Riner, “Loglan and the Option of Clarity,” 275.
\textsuperscript{78} Venice Commission, Rule of Law Checklist, 15.
\textsuperscript{79} Nicholas, “Loglan as a Machine Translation Interlanguage in the Pacific.” This idea has gained some traction even within the community of Google Translate developers: see, for example, https://groups.google.com/g/opencog/c/7mVTsU6EiA?pli=1.
\textsuperscript{80} Riner, “Loglan and the Option of Clarity.”
\textsuperscript{81} Goertzel, “Loglan++."
\textsuperscript{82} Due to the nature of representative democracy, it is necessary to translate the law into the algorithm as opposed to, for example, merely letting the body decide once and make that into the rule. This would also side-step the issue of necessary individual and individualised decision-making as a prerequisite of justice and public administration, a key aspect of this article. Further, such a one-off solution ignores the need for evolutive interpretation.
conclusion for the possibilities of automated decision-making. However, we first need to look more closely at the concept of automated decision making.

3. Algorithmic Law and Automated Decision-making

First, we should establish what kind of decision-making systems we are addressing. Even in the current era of consumer-friendly and readily available advanced Large Language Models (LLMs) and other AI-based systems, there is a tendency to not only think of AI use in public institutions as a distant idea, but also to overlook the existing examples of various degrees of automation in public institutions. The role of these systems, and some technological background and examples, are provided in the following section to better situate the analysis.

3.1 Automated Decision-making Systems

Automated decision-making systems are machine-based systems that replace human decision-making. They have a range of applications within public institutions, including public health, tax administration and adjudication of social welfare benefits. A specific example is SyRI (System Risk Indication), a welfare fraud screening software. The system utilizes several state-maintained databases that are combined and subsequently analysed by this system in order to flag an ‘unlikely’ candidate for welfare benefits. A more infamous example is the use of automated decision-making in the realms of criminal justice, such as HART or COMPAS. Both are essentially assistive tools, as their outcomes should serve as a mere recommendation. This raises the concern of ‘mere rubber-stamping’, where the judge may unquestioningly accept the machine-generated decision, resulting in a higher level of automation than intended.

There are some key factors that automated decision-making systems need to have in common to be relevant for us. The systems must carry out a decision that has its base in legal rules. Such a requirement is significant not only because we are addressing legal automated decision-making, but also because the issue of ‘translating’ the (potentially ambiguous) rule for the computer. Additionally, the decisions must be binding so as to not have the human ‘ambiguity reinterpretation’ available.

3.2 Indeterminate Language and Algorithmic Law

There are two points for consideration regarding the question of how to treat the indeterminate language in law (for the purposes of its algorithmisation). One of them presents us with an overlap of legal theory and technical approaches to AI and, further, is familiar to us even from human decision-makers. We should then look at how we are supposed to deal with this language encountered in law. Waldron delves into how human decision-makers determine the meaning of terms once this discretion has been afforded to them. He suggests that humans utilise paradigm cases, which serve as reference points for indeterminate terms. This idea has also been substantiated by other authors. For example, Christie notes that ‘many difficult types of civil cases … are being increasingly tried by the court without a jury, precisely because a judge can and, of course, does look at the other cases in point’.

84 For a general study of problematic language and “digital” law, see Ashley, Artificial Intelligence and Legal Analytics.
85 See Davenport, “Automated Decision Making Comes of Age,” an article from 2005 that is already providing historical genesis.
87 Henderson “Beyond Ads.”
88 The system has become rather controversial after issuing an alarming number of false positive fraud identifications as well as its breach of the right to privacy. While these issues are important for automated decision-making, they will not be considered further here. See Bekkum, “Digital Welfare Fraud Detection and the Dutch SyRI Judgment” and Heikkikila, “Dutch Scandal Serves as a Warning for Europe.”
89 Rachovitsa, “The Human Rights Implications of the Use of AI.”
90 Böhmer, ‘Helping Police Make Custody Decisions Using Artificial Intelligence.”
91 Jackson “Setting the Record Straight.”
92 Equivalent, Practitioner’s Guide to COMPAS Core.
93 Binns, “Is That Your Final Decision?”
94 Skitka, “Accountability and Automation Bias.”
95 Liu, “Beyond State v Loomis.”
96 Which would be the expected development with the ever-extending technical penetration of society. See Brownsword, “Law 3.0.”
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Since we have an idea of how a human decision-makers act, the question is where this leaves us in relation to automation. This theory raises parallels with machine learning, which is a subset of AI that deals with training algorithms based on patterns and examples.\textsuperscript{101}  What is, however, more important is the concept of ‘learning’\textsuperscript{102} itself, and the underlying logic of this technical process.

Through this process, the machine learning algorithm creates and refines the algorithmic actions it should perform by recognising patterns in its training dataset.\textsuperscript{103}  Training data usually comprises past events, representing the process that the algorithm should replicate, with the machine grasping the concept from a certain example.\textsuperscript{104}  Machine learning constructs the algorithm by analysing past data that inform it of the pattern of the intended actions.\textsuperscript{105}  Essentially, then, it looks at what can be seen as a paradigm cases.\textsuperscript{106}

This might seem like a lucky break – a rather straightforward solution to the challenge posed. However, before concluding this issue as being solved by a mere observation of similarity in the human and machine process, we need to have a look at the second point worth considering: the utility of indeterminate language in the law, as discussed in earlier sections. Before committing to the approach of paradigm cases and their parallels in machine learning, we need to examine whether such an approach fulfils the intended purpose of deploying an indeterminate language within the law.

We have outlined a set of reasons for the utilisation of indeterminate language in legal contexts. One such motivation stems from the Ecoian observation on the issue of vagueness and code/time-dependant interpretation,\textsuperscript{107}  which has led us to the concept of law as a living instrument. By employing indeterminate language in law, lawmakers can surmount one of the two hurdles identified by Hart – the inability to know the future. The language used is then never precisely defined because it was never meant to be. The meaning of a vague term is supposed to be fluid and reinterpreted for and according to the times when the interpretation occurs, thus incrementally and over time\textsuperscript{108}  changing the meaning of the law as necessary.

Such a description also calls to mind a challenge that is well known in the field of computer science: the issue of algorithmic staleness.\textsuperscript{109}  The issue has been summed up perhaps most fittingly by Ongenae, who has proclaimed that if law is a living thing, AI might just kill it.\textsuperscript{110}  This observation is substantiated by other authors – for example, Dervanović, who demonstrates this conclusion using the example of the ECHR.\textsuperscript{111}  The way this effect takes place lies in the aforementioned technical aspect of this solution, in the approach of machine learning. While it is true that this approach leverages the suggested paradigm case approach to adjudicate on indeterminate laws, such an approach also presupposes that this case has already been solved and that the case at hand closely mirrors, in all relevant factors, the paradigm case (or the cases that form the training data) and that no significant novelty has been introduced.\textsuperscript{112}  Since the decision-making is based solely on previous decisions and previous interpretation, the possibilities for evolutionary interpretation are in fact not possible.

Evolutionary interpretation requires the applying body to consider the individual\textsuperscript{113}  case and adjust the indeterminate statement that is to be applied. It is thus, as observed above, a tool with a given purpose, and as such we should consider how well we can fulfil the other purposes, namely the shift of responsibility. Various authors have scrutinised this purpose. However, one common thread is that these authors concur that indeterminate language is intentionally deployed. By creating a certain leeway
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for consideration within the indeterminate terms, the law-maker delegates some of its powers/responsibilities onto the applying body, thus overcoming the second Hartian hurdle of ignorance of fact. What this implies in practice for the entity applying the law has been identified best by Waldron, who observed that such language calls upon the one applying the law to carry out a value-based judgement within the scope allowed to them by the indeterminate term. This process of value-based judgement, executed by the relevant body, effectively overcomes Hart’s hurdle of ignorance.

This brings us to the final dimension of carrying out a value judgement, the performance of which was originally intended for a human decision-maker. While this is a technical question to some degree, the significance of the human element in value-based judgement seems to be undisputed. However, the technology to which we should pay attention is not necessarily one of machine learning, which should better be left for those specialised in it, but rather the technology of the state – of law-making. The objective of employing the tool of indeterminate language isn’t for the legislator to leave their work incomplete but rather to deliberately prompt humans to exercise judgement in specific cases, not because there is no other option but because that is the precise goal. In many cases, the law remains indeterminate precisely with this aim, not due to the lack of possibilities of its determinacy. Thus, as far as the tool of indeterminacy is deployed mindfully by the law-maker, its presence also informs us of the need for a human intervention.

What, then, is the conclusion for automated decision-making and algorithmic law? Does the absence of human value-based judgement render it impossible, or at least illegitimate? Not necessarily, as the observation needs to be taken a step further for us to be able to reach such a conclusion.

First, to address some objections, the primary issue within the framework of this article is that Waldron only argues for the function of value-based judgements with regard to indeterminacy in the context of contestability. A suitable response to this objection comes from Schiffer’s ‘realist’ perspective. He argues that the fact that this theory is explained in the section of contestability is a mere structural happenstance, further supported by the unclear border of Waldron’s distinction between contestability and vagueness. This is a result of the examples he chose, but more significantly is due to the realist observation that indeterminate or borderline cases can only be resolved in one way, regardless of the theories and distinctions between indeterminacies of legal language. This resolution is simply achieved by determining them based on what the decision-maker already holds to be correct within her own internal viewpoint. Thus, any borderline case decision inherently requires some (human) value-based judgement.

Whether or not one agrees with this perspective, it doesn’t inform us precisely about the fate of future automation of legal decision-making. For that we need to look back into Waldron’s essay that forms the framework of this article. Waldron identifies one last type of a specialised indeterminate language used within law, one that steps out not only of Waldron’s call for value-based judgement, but arguably steps out of Schiffer’s realist perspective: the indeterminacy of function. It is employed when a rule presents a continuum of values that can be expressed as a function of some variable. While Waldron suggests that constructing continua in place of vague or otherwise indeterminate language is a solution to the problem of indeterminacy, he also points out that this has already been happening in some laws – for instance, in tax law, where we do not merely indeterminately set forth the rule that rich people should pay more taxes but we set forth an exact continua for this by setting the rule to be “tax payable = f(taxable income).” Even though this statement is vague in the sense that it does not provide us with an exact meaning, it is exact in its instructions regarding how to precisely obtain and substitute the meaning (by defining the function f) without any need for value judgement. Consequently, this rule can be adjudicated by anyone (and anything) capable of performing the function.

The last question of this article – whether the indeterminacy of legal language poses a problem in all possible instances of automated decision-making – can be addressed within the context of the general question regarding whether the issue of indeterminacy of legal language presents an absolute obstacle to the automation of legal decision-making. These two questions are interconnected, and the answer is twofold.

First, it is possible to conclude that indeterminate language represents an absolute obstacle to the automation of legal decision-making due to its primary function of inciting value judgement and helping the law-maker to overcome the limitations in law-
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making. By attempting to create an algorithmic version, we would deprive the law of this possibility. However, it is important to remember that this tool should be used purposefully by the law-maker only in such situations where it is necessary. In cases where the use of this tool is not justified, it should either be replaced with definitions based on continua and function, or more determinate language should be employed. In such areas of law, the issue of indeterminacy does not pose a challenge for the automation of legal decision-making.

4. Conclusion

In the preceding sections of this article, we delved into the complexities of indeterminate language within the legal domain and its significance in the context of automating legal decision-making. We first observed some foundational definitions within this rather broad issue, with Waldron’s conceptual framework being the anchor for our analysis. Yet the definitions themselves were not the primary focus. Rather, the crucial observation that emerged from this exploration related to the necessity and function of employing indeterminate language within the realm of law.

After all, should indeterminacy be problematic but unnecessary, an easy solution would be to simply avoid it and use more precise language. Throughout our exploration, it became evident that indeterminate language in the legal context is not merely an inconvenience that can be easily eradicated. The comprehensive analysis within the relevant texts revealed that the utilisation of indeterminate language is not a mistake or a display of negligence on the part of law-makers. To the contrary, it functions as a deliberate tool in the lawmaker’s arsenal. This tool serves to create a deliberate ‘margin of appreciation’ for those applying the law, ensuring that it aligns with the specific details of each unique case. Simultaneously, it allows for a gradual evolution in the interpretation of this indeterminate language, enabling the law to adapt to the ever-evolving dynamics of society. The meaning of indeterminate language within law is thus not anything vague or indeterminate; rather, it has a precise meaning, a function of prompting the body applying the law to make its own value-based determinative judgement about the extent of vague terms, relevant for the specificities of the presented case.

Attempting to eliminate indeterminate language from legal texts and depriving law-makers of this tool would shift our legal landscape closer to a state of hyper-legality. This potential transformation poses a significant risk of deforming the legal system, a concern frequently raised in connection with the implementation of AI-based technologies in law. In order to better determine the relationship between automated legal decision-making and the issue of indeterminate language, we first introduced some of the existing automated legal systems and then provided a brief overview of the technology of machine learning as a base of many such applications. Our conclusion partially lies in these observations, as we have noted that the use of past training data will have a negative impact on the possibility of evolutionary interpretation of some laws. This conclusion, however, lies mostly in the technological analysis of the methods of AI used in such systems. The overall conclusion can, and should, be reached in a technologically neutral way, stepping out of the need for analysing the level to which the machine can or could mimic a human decision-maker. The purpose of indeterminate language is to elicit a value judgement performed by a human, to substitute for the judgement of a law-maker that they could not make. As long as this tool is used in a mindful and intentional way by the law-maker, it also informs us of the impossibility of automating such decision-making.

The conclusion of this article clarifies that the presence of indeterminate language in law does not render the creation of a legitimate automated decision-making system impossible. Rather, it prompts us to consider which specific sections of law are suitable for automation. The conclusion is built upon two key observations. First, by requiring us to make a value-based judgement when applying laws, the law – or the lawmaker – informs us of the essential unfitness of the given area for the substitution of the human element, since it plays an elementary role in applying the law in an intended and just manner. This then forms a certain negative space for automation. The second observation brings us back to the issue of indeterminacy and observation of some authors that some of the indeterminate language used by law-makers is in fact accompanied by a well-defined function. This, as a matter of fact, can and should be applied mechanically, informing us of the positively created space of possibility of automation. The goal of this article was thus not to contribute to the vast discussion on the issues of indeterminate language within the law, but rather to apply the relevant existing scholarship to a new and upcoming problem, proving that we could create reasonable and just automated processes by using the relevant application of the existing scholarship. Moreover, this article attempted to strictly adhere to legal theory in its conclusions, precisely in order to create a technologically neutral application, in order to ensure that even with further advances in AI, its application to legal decision-making.
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making remains proper and just. Staying mindful of these criteria, choosing the proper area of decision-making should in the end warrant ‘that the union of law and algorithms can be a successful foundation for fairness and justice’.\footnote{Cofone, “Algorithmic Discrimination is an Information Problem.”}
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