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1. Introduction1 

 
Medical devices are becoming increasingly more sophisticated in a variety of ways. This includes having increasingly complex 

digital functionalities assisted by software systems.2 This software can either be integrated into the device itself or as part of a 

wider digital systems ecosystem.3 This move towards digitisation perhaps began earlier than expected, with digital pacemakers 

paving the way for digital implantable medical devices4 and the increased adoption of surgical robots5 and measuring tools.6 

Part and parcel with these developments is the fact that digital systems need to be safe and secure and, thus, must consider 

cybersecurity and privacy.7 

 

 
1 This paper was made possible by funding from the PETRAS RoasT-IoT project, and the UKRI TAS Governance node. I would like to thank 

the Everyday Cyborgs 2.0 project for the opportunity to present and write this paper, and additionally thank Muireann Quigley, Joseph T. F. 

Roberts, Laura Downey, and Zaina Mahmoud for their extensive feedback. 
2 For an alternative US-centric analysis of some of the issues this paper discusses, see Tschider, “Medical Device Artificial Intelligence.” 
3 They may also become more autonomous, which requires additional considerations; see Danks, “Regulating Autonomous Systems”; Burton, 

“Mind the Gaps.” 
4 Bains, “John Hopps and the Pacemaker.” 
5 Leal Ghezzi, “30 Years of Robotic Surgery.” 
6 Any type of measurement tool, be it IoT-based or not, are often considered medical devices because they aid in the diagnosis of diseases. 

These include digital elements; hence they are also part of this ongoing trend. 
7 Especially considering the vulnerable positions that modern medical devices put patients into; see Tschider, “Prescribing Exploitation.” 

The cybersecurity of medical devices is paramount in a world where everything is increasingly digitised. Attention 

to how this important defence against malicious actors is regulated must, therefore, also increase. This paper 

uncovers how the cybersecurity of medical devices is currently regulated and how it can be improved going forward. 

First, the paper compares the regulation of medical device cybersecurity in the European Union, the United States 

and the United Kingdom (UK)—differentiating between Great Britain and Northern Ireland as per the current state 

of the law in the UK. Second, the paper develops a model of how cybersecurity shapes three key areas in the 

ecosystem of medical devices. These areas are the medical device itself; the structure between the surrounding 

institutional systems (such as manufacturers and healthcare providers); and the security of the data, the surrounding 

institutional system and the medical device. Third, based on a comparative analysis and a view of the system from 

above, the paper puts forward four recommendations on what future regulation should contain to properly regulate 

the cybersecurity of medical devices: technology specificity, circumvention protection, genuine privacy and security 

by design. The paper recommends that these four principles be followed. Technology specificity because it 

guarantees legislation that understands the necessary technical aspects to promote security and safety. Circumvention 

protection because preventing manufacturers and others from circumventing these requirements decreases risks to 

the health and wellbeing of patients. Finally, genuine privacy and security by design should be followed to align 

cybersecurity and privacy with current and future technical capacities. 

 

https://lthj.qut.edu.au/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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Much like physical security—for example, protecting banks from robbers, civilians from each other or the integrity of physical 

messages8, cybersecurity is necessary to prevent interference from cyberattacks (adversarial attacks). Cybersecurity protects 

what surrounds and exists inside the medical device against other human or automated attacks (adversaries). Whether an 

adversary succeeds in attacking a medical device or not, the privacy of what it contains or does to the patient should be protected. 

Privacy is a very broad concept, but for this paper, the focus is on the protection of confidentiality and the legal system that 

surrounds it, not how the term is defined in, for instance, Human Rights Law. Privacy for medical devices requires considering 

privacy-enhancing techniques (PETs)9 and data protection law. Techniques, such as encryption, within privacy often overlap 

directly with cybersecurity, meaning that considerations for better security will also apply to privacy. This can be seen when it 

comes to confidentiality in cybersecurity,10 which can be considered part of privacy, as there is a strong overlap between the 

two terms. Safety is also implicated in cybersecurity. Safety as a concept pertains to the prevention of accidents and losses11 

and represents the physical consequences that both breaches in cybersecurity and privacy can cause. Breaches in cybersecurity 

can lead to accidents or losses, while breaches in privacy can be used to cause either safety or security consequences; this means 

all three areas in practice strongly overlap. Broadly, we can say that safety applies universally, security requires adversaries 

and privacy requires personal data or a personal sphere. 

 

Due to the possibility that medical devices can be vectors for cyberattacks, a more extensive and open debate regarding the 

concomitant risks their usage brings is necessary, as well as thoroughgoing discussions about what kind of function they should 

have in our society. Cyberattacks risk physical or financial damage but are preventable with adequate defences applied to both 

the medical devices themselves and their surrounding systems. Medical device cybersecurity may be approached in varied 

ways. For computer scientists, medical device cybersecurity poses specific problems not entirely different from the general 

issues of the Internet of Things (IoT)12 or cyber-physical systems.13 Adversaries use the same techniques such that the practical 

difference is minimal. In contrast, from a legal perspective, the specific cybersecurity of medical devices is regulated and 

understood separately from general cybersecurity. The explanation for the difference between the cybersecurity of medical 

devices and general cybersecurity comes from the severity of the consequences of their failure. This same concern can be seen 

in safety engineering, where perceptions and legal rules surrounding industries and products that can cause (physical) safety 

problems for the user or those the product is used on tend to be regulated more strictly.14 

 

As medical devices are considered part of the critical infrastructure for most states (belonging to healthcare systems) while 

simultaneously considered products, their role in society must be examined. Cybersecurity is neither free in monetary terms 

nor free from conflict, and regulators’ interests can clash strongly with manufacturers’ interests. Cybersecurity developers have 

historically veered towards minimal compliance, while states prefer better cybersecurity than manufacturers would like to pay 

for.15 In this way, device users and patients are between a rock and a hard place, as their interest is the protection of patient 

safety, security and privacy.16 

 

To address these issues, this paper starts in section two by describing the current law. It details how medical device cybersecurity 

is regulated in the European Union (EU) and the United States of America (US), with comments on the law in Great Britain 

(GB). As will be explained in more detail later, this is to be distinguished from the United Kingdom (UK) as a whole since, 

following Brexit, the law concerning medical devices is different in GB—England, Wales and Scotland—than in Northern 

Ireland (NI). Here, I show that while some of the relevant laws in relation to medical devices do not seem to deal explicitly 

with cybersecurity, they do, in fact, contain provisions that ought to be interpreted as such. In section three, I expand the 

understanding of the cybersecurity of medical devices beyond a focus on the medical device itself. There, we see that it is 

imperative that the cybersecurity of medical devices is considered in tandem with that of their surrounding infrastructure and 

 
8 Dooley, “Cryptology Before 1500.” 
9 Information Commissioner’s Office, “Privacy-Enhancing Technologies (PETs).” 
10 Part of the so-called “CIA triad” in cybersecurity, confidentiality, integrity, and availability. 
11 Leveson, Safeware: System Safety and Computers, 181. 
12 IoT is a term that covers everything from smartwatches to network-connected surveillance cameras to sensors used in power plants. IoT 

devices must be simple—so things like smartphones and desktop computers are excluded—involve sensors and be network-connected. For 

more, see Chiara, “IoT and the New EU.” 
13 Cyber-physical systems are defined as being able to interact with the surrounding environment, like surgical robots, doing so through 

measuring and understanding the environment they are in through sensors, and requiring network connectivity. See Fosch-Villaronga, “Cloud 

Robotics Law and Regulation.” 
14 Though there may be disagreements as to what degree and what relationship safety should have with security; see Michalec, “When the 

Future Meets the Past.” 
15 Ludvigsen, “Dissecting Liabilities”; Ludvigsen, “When Is Software a Medical Device?” For a similar US critique, see Johnson, “Closing 

the Cybersecurity Gap.” 
16 Arguably, user (medical practitioner) protection of these three areas is also warranted, which is especially important when working with 

machines like surgical robots. 
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systems, something which needs to be considered when designing future laws and regulations. Having made this case, I then 

move on, in section four, to provide four recommendations that could improve medical device compliance and cybersecurity. 

 

2. Legislative Landscape: Comparing the European Union, the United States and Post-Brexit Britain 
 

To illustrate how different legal systems regulate medical device cybersecurity, I compare the solutions found in two of the 

major players in this area: the EU17 and the US.18 In addition, I examine the approach found in GB, which is now in a new 

position outside the EU trading block.19 I do this for two interrelated reasons. First, as mentioned in the introduction, since 

Brexit, the UK’s medical devices legislation now consists of two jurisdictions: NI, which continues to be governed by newer 

EU law in this respect, and GB, which, to all intents and purposes, is principally governed by the older EU Medical Devices 

Directive. In both NI and GB, this is achieved via different interpretations of the UK’s Medical Devices Regulations 2002 (as 

amended). Second, as part of its new position outside the EU, GB is attempting to strike a balance between the approach of the 

EU and that of the US when it comes to medical devices, and it remains to be seen how successful this will turn out to be. 

Let us start by looking at current EU law as it pertains to medical devices and cybersecurity therein. 

 

2.1 The European Union: Safety and Performance as Cybersecurity? 

Medical devices in the EU are currently regulated by the Medical Devices Regulation (MDR),20 which reached full 

implementation in 2021. This replaced the Medical Devices Directive (MDD)21 and the Active Implantable Medical Devices 

Directive (AIMDD).22 To be considered a medical device, software or a cyber-physical23 system must fulfil one of the 

requirements in Article 2(1): 

 
(1) ‘medical device’ means any instrument, apparatus, appliance, software, implant, reagent, material or other article 

intended by the manufacturer to be used, alone or in combination, for human beings for one or more of the following specific 

medical purposes24 

 

These purposes are (1) diagnosis, prevention, monitoring, prediction, prognosis, treatment or alleviation of disease; (2) 

diagnosis, monitoring, treatment, alleviation of or compensation for an injury or disability; (3) investigation, replacement or 

modification of the anatomy or of a physiological or pathological process or state; (4) providing information by means of in 

vitro examination of specimens derived from the human body, organ, blood and tissue donations.25 Within this definition, there 

is considerable uncertainty as to whether authorities will force products to be considered medical devices if they de facto 

function as such, but they may have the powers to do so.26 However, a discussion of this here is beyond the scope of this article. 

 

Interestingly, the MDR contains no provisions specifically labelled ‘cybersecurity’. Without a mandated minimum 

cybersecurity requirement, manufacturers can lower the level of protection to decrease production costs. However, as will be 

shown, the General Safety and Performance Requirements (GSPR) for medical device functioning contained in Annex 1 can 

 
17 For alternative overviews, see Biasin, “Cybersecurity of Medical Devices”; Biasin, “AI Act Proposal.” 
18 For older, non-cybersecurity focused comparisons, see Kramer, “Regulation of Medical Devices”; Altenstetter, “Medical Device 

Regulation Commonalities, Differences”; Chai, “Medical Device Regulation: Comparative Study.” 
19 Green, “Medical Device Legislation Custom-Made Devices”; Han, “Opportunities and Risks.” 
20 Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April 2017 on Medical Devices, Amending Directive 

2001/83/EC, Regulation (EC) No 178/2002 and Regulation (EC) No 1223/2009 and Repealing Council Directives 90/385/EEC and 

93/42/EEC [2017] OJ L117/1. 
21 Council Directive 93/42/EEC of 14 June 1993 Concerning Medical Devices [1993] OJ L169/1. 
22 Although I do not explicitly deal with it here, an update to the in vitro rules also exists; see Regulation (EU) 2017/746 of the European 

Parliament and of the Council of 5 April 2017 on In Vitro Diagnostic Medical Devices and Repealing Directive 98/79/EC and Commission 

Decision 2010/227/EU [2017] OJ L117/176. 
23 “Cyber-physical” refers to digital systems that interface with the physical world, usually in the form of actuators, such as with robots, or 

sensors, in the form of most IoT devices. The term is wide and mostly used in the engineering sphere but is more adequate when describing 

medical devices like surgical robots and pacemakers than just calling them hardware or digital systems. 
24 For more, see Ludvigsen, “Dissecting Liabilities.” For an alternative approach that may capture medical devices too, see Roberts, 

“Prescribing Unapproved Medical Devices?” 
25 The MDR also includes devices that control or support conception, and cleaning/disinfection/sterilisation products used specifically for 

medical devices as accessories; see Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April 2017 on Medical 

Devices, Amending Directive 2001/83/EC, Regulation (EC) No 178/2002 and Regulation (EC) No 1223/2009 and Repealing Council 

Directives 90/385/EEC and 93/42/EEC [2017] OJ L117/1, art 2(1). 
26 Such as Article 10(14) or 93. On this and the problem of intended use in medical devices, see Ludvigsen, “When Is Software a Medical 

Device?” 
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(for all intents and purposes) be read as such provisions.27 Arguably, implementing cybersecurity in medical devices is 

necessary if manufacturers are not to violate their general obligations. The essential requirements in the MDR encompass 

various risk management systems, quality assurance and financial management,28 and those set out in Annex 1, also called the 

GSPR. They also include the general idea that medical devices should not fail because of any type of adversary attacking them29 

and that the necessary cybersecurity for functioning must be in place.30 The Medical Device Coordination Group (MDCG) has 

also published guidance on the MDR,31 which contains elements that strongly promote good security, supporting the GSPR in 

Annex 1.32 

 

The GSPR requirements are of special importance due to their wording of how a medical device’s lifecycle should function. 

The consequence of this is that they, in effect, act as a way (albeit somewhat indirectly) to require adequate levels of 

cybersecurity. Let me explain in more detail. Take, for instance, Parts 17.2 and 17.4 in Annex 1. 17.2 requires that a device’s 

software or software that is itself a medical device should be ‘state of the art’, with considerations as to its functioning, and 

17.4 requires minimal security to prevent adversaries from interfering with medical devices working as intended. Given this, 

authorities in each Member State can use this safety and patient-focused text to mandate tight cybersecurity. They can do this 

by requiring a device’s cybersecurity to be ‘state of the art’,33 as well as ensuring that they function ‘as intended’, where ‘as 

intended’ is interpreted using cybersecurity standards.34 This can be interpreted as requiring that medical devices resist enough 

cyberattacks to function under most circumstances, as the failure to do so could cause physical consequences, such as if surgical 

robots ceased to function while operating on patients or pacemakers halted their functioning. From a cybersecurity perspective, 

Parts 17.2 and 17.4 imply that a device must have good enough defences to deter anything but the most sophisticated 

adversaries; minimum levels of encryption, access control and physical cybersecurity must, therefore, follow.35 An alternative 

interpretation requiring a lesser degree of protection would be contradictory; if manufacturers cannot guarantee the functioning 

of medical devices under or after expected adversarial attacks, they do not fulfil the GSPRs and, therefore, do not fulfil their 

obligations in Article 10 of the MDR. 

 

The MDR safety and performance requirements do not stand on their own and, as such, need to be read in conjunction with 

different pieces of EU cybersecurity legislation, both current and forthcoming. While it is not necessary to get into the fine 

details of this legislation for the purposes of this paper, it is important to place the MDR cybersecurity implications into the 

broader legislative context. Current relevant legislation includes the Network and Information Systems (NIS 2) Directive36 and 

the Cybersecurity Act.37 The NIS 2 Directive, despite its name, is concerned with the cybersecurity of the general critical IT 

infrastructure of both private and public bodies across the EU and entails detailed legislation, guidance and enforcement to 

guarantee the safety and security of Member States and their citizens against adversaries. The NIS 2 Directive applies to all 

public and private bodies listed in Annex 1 and 2, which includes medical devices (Annex 1, point 5) as part of each Member 

State’s healthcare sector, which in turn is considered critical infrastructure, such that legislation and practical implementation 

of security must be guaranteed, through strategies (Article 7), enforcement structures (Articles 8, 10, 20), and supervision 

 
27 Ludvigsen, “Dissecting Liabilities,” 7–8. 
28 See Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April 2017 on Medical Devices, Amending Directive 

2001/83/EC, Regulation (EC) No 178/2002 and Regulation (EC) No 1223/2009 and Repealing Council Directives 90/385/EEC and 

93/42/EEC [2017] OJ L117/1, art 10(2), 10(9), 10(1), (12)—(14), and 10(16). 
29 Strong adversaries may cause dismissal of liability in court for manufacturers; see Ludvigsen, “Dissecting Liabilities,” 11–14. 
30 See Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April 2017 on Medical Devices, Amending Directive 

2001/83/EC, Regulation (EC) No 178/2002 and Regulation (EC) No 1223/2009 and Repealing Council Directives 90/385/EEC and 

93/42/EEC [2017] OJ L117/1, art 10(2), 10(9), 10(1), (12)—(14), and 10(16). Some attacks can be considered unavoidable or close to it, and 

these include sophisticated attacks such as what was seen in the Stuxnet; see Falliere, W32.Stuxnet Dossier. 
31 Medical Device Coordination Group, MDCG 2019-16 Guidance on Cybersecurity. 
32 For additional commentary, see Ludvigsen, “Dissecting Liabilities”; Kamenjašević, “Commentary on Contact Proximity Tracing”; 

Granlund, “On Medical Device Cybersecurity Compliance.” 
33 For a broader explanation of the role of this term, see Schmitz, “Conceptualising the Legal Notion.” 
34 Ludvigsen, “Dissecting Liabilities,” 8. 
35 For situations where implantable medical devices, or otherwise, may warrant less security, see Lindstad, “When Is the Processing of Data.” 
36 Directive (EU) 2022/2555 of the European Parliament and of the Council of 14 December 2022 on Measures for a High Common Level 

of Cybersecurity Across the Union, Amending Regulation (EU) No 910/2014 and Directive (EU) 2018/1972, and Repealing Directive (EU) 

2016/1148 (NIS 2 Directive) [2022] OJ L333/80. 
37 Regulation (EU) 2019/881 of the European Parliament and of the Council of 17 April 2019 on ENISA (the European Union Agency for 

Cybersecurity) and on Information and Communications Technology Cybersecurity Certification and Repealing Regulation (EU) No 

526/2013 (Cybersecurity Act) [2019] OJ L151/15. This Act has no relevance for this paper, but empowers certain institutions within the EU, 

who can publish guidance and standards that may be relevant for the MDR and NIS 2 going forward. 
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(Articles 31, 32). However, as with the NIS 1 Directive,38 there is a problem with implementation;39 it is difficult to predict 

how Member States will build the systems necessary to comply with the NIS 2 Directive. The NIS 1 Directive was integrated 

into Member States in various ways,40 which caused legal fragmentation. Since harmonisation across Member States is an 

organising principle within the EU, there is, thus, a significant concern about divergent approaches, something that remains 

with the NIS 2 Directive. 

 

Two further pieces of proposed legislation also need to be considered. These are the Cyber Resilience Act (CRA)41 and the 

Cyber Solidarity Act (CSA).42 The CRA will improve and regulate the cybersecurity of any network-enabled devices, which 

in practice both applies to IoT devices and software. The MDR is lex specialis, but the CRA will also influence the cybersecurity 

requirements for medical devices, as many will have the same software or operating systems as those covered by the CRA. 

Additionally, the CRA is supposed to entail more resilience (greater recovery from failure), something that the MDR only 

vaguely mentions in its Annexes. The proposed CSA would create the European Cyber Shield (Article 3) consisting of 

interconnected security operation centres (set up by Articles 4 and 5) intended to develop the EU’s capacity to detect cyber 

threats (Articles 4 and 5) and the Cyber Emergency Mechanism (Article 9) for which funding will be available to support 

actions intended to improve preparedness for, response to and mutual assistance for potential cybersecurity incidents (Article 

10). These measures will knit the EU’s cybersecurity tightly together and create emergency response mechanisms that can react 

when adversarial attacks threaten infrastructure or individuals across the union. This will improve the security of medical 

devices as well. 

 

A potential issue across the EU’s medical device cybersecurity framework generally is its use of, and reference to, security 

standards; for example, ISO 14155:2011.43 The problem is not the use of security standards per se; it is the fact that most of 

them are developed by private actors, such as the International Organization for Standardization (ISO), who allow usage of the 

standard for a fee. Arguably, this creates an unnecessary barrier to the adequate protection of the health and safety of device 

users, as small or medium-sized enterprises will not necessarily have the resources to access the standards. The other issue, 

which there is no space to go into here, is the fact that these standards do not necessarily reflect best practice. They could 

represent compromised positions44 or the positions of influential interested parties.45 Both of these issues could be alleviated if 

the EU, specifically the European Union Agency for Cybersecurity, released Open Access standards that mimic or improve the 

existing ones.46 

 

While the elements of the EU system just set out constitute the main framework relating to the cybersecurity of medical devices, 

the proposed Artificial Intelligence (AI) Act will also have a bearing on this area.47 The AI Act regulates AI as a ‘product’; it 

sets criteria for various risk classes, obligations of manufacturers and users, and the necessary testing bodies and authorities, 

similar to product legislation like the MDR. However, once implemented, this Act will create a host of issues regarding which 

rules apply, especially considering that the MDR has lex specialis status over medical devices.48 Annex 2 reveals that AI used 

in or as medical devices will be considered high risk, with special categories for the management of risk in an AI setting. 

 
38 Directive (EU) 2016/745 of the European Parliament and of the Council of 6 July 2016 Concerning Measures for a High Common Level 

of Security of Network and Information Systems Across the Union [2016] OJ L194/1. 
39 Wallis, “Implementing the NIS Directive.” The implementation in most member states has not gone as smoothly as the suggestions of this 

paper. 
40 For an example of three different implementations, see Ludvigsen, “Preventing or Mitigating Adversarial Supply.” For a general overview, 

see Wallis, “Implementing the NIS Directive.” 
41 Proposal for a Regulation of the European Parliament and of the Council on Horizontal Cybersecurity Requirements for Products with 

Digital Elements and Amending Regulation (EU) 2019/1020 COM (2022) 454 final, 2022/0272 (COD). The Cyber Resilience Act explicitly 

excludes anything regulated by the MDR, but its concepts and systems may influence how medical devices could be regulated going forward. 

For analysis on the interplay of the CRA and NIS 2, see Eckhardt, “EU’s Cybersecurity Framework.” 
42 Proposal for a Regulation of the European Parliament and of the Council Laying Down Measures to Strengthen Solidarity and Capacities 

in the Union to Detect, Prepare for and Respond to Cybersecurity Threats and Incidents COM (2023) 209 final, 2023/0109 (COD). 
43 Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April 2017 on Medical Devices, Amending Directive 

2001/83/EC, Regulation (EC) No 178/2002 and Regulation (EC) No 1223/2009 and Repealing Council Directives 90/385/EEC and 

93/42/EEC [2017] OJ L117/1, recital (64). 
44 Martinetti, “Redefining Safety.” 
45 Teece, “Profiting from Innovation.” 
46 This may be changing; see Advocate General’s Opinion in Case C-588/21, where Advocate General Medina implies that if standards are 

used to design or even are part of the regulation, they should be freely available to those who use or need them. See also Andersdotter, “Policy 

Strategies for Value-Based Technology Standards.” 
47 Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence 

(Artificial Intelligence Act) and Amending Certain Union Legislative Acts COM (2021) 206 final. 
48 For additional analysis on this, see Palmieri, “Blanket That Leaves the Feet Cold.” 
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Despite this, AI in medical devices will mainly be regulated by the MDR.49 The overlaps between the two pieces of legislation 

and arising conflicts could cause the risk of circumvention to be increased, such as the potential discussed earlier for developers 

to frame the intended purpose of their AI product to fall outside the MDR medical device definition and only adhere to the AI 

Act in a low-risk manner. The same AI could be considered high risk regardless of whether it is a medical device or not, whereas 

AI which are not medical devices will not be covered by the MDR. Conversely, the AI Act does contain cybersecurity Articles50 

that are specific and directly applicable to AI as medical devices. Considering its upcoming importance in all types of systems, 

it may serve as inspiration as to how other types of product legislation51 should regulate cybersecurity in the future, in the form 

of dedicated staffing with specific professional skills regarding cybersecurity (Article 59(4)), and the explicit cybersecurity 

mentioned in Article 15. Finally, the cybersecurity of medical devices is also covered by the General Data Protection Regulation 

(GDPR),52 which is structured around protecting the fundamental right to privacy, using data protection authorities, data 

protection officers and concepts like data controllers and data processors. The problem is that the GDPR is limited to 

considerations relating to personal data, meaning that the cybersecurity requirement cannot deal with all types of cybersecurity, 

which is possible with the legislation above. I now move to a very different system, the one seen across the Atlantic. 

 

2.2 The United States: An Opaque and Arbitrary Regulatory Framework? 

In the US, medical devices are governed federally53 by section 201(h) of the Federal Food, Drug and Cosmetics Act.54 The 

regulatory body is the Food and Drug Administration (FDA), which decides if devices fulfil the criteria to be considered medical 

devices and assesses the extent of their compliance with existing regulations.55 No other cybersecurity rules apply directly and 

purely for medical devices, apart from an Executive Order (EO), which I will outline in due course.56 

 

The US relies on ex-ante evaluations and approval over ex-post interventions, which has consequences for medical devices in 

the long term,57 such as failure to account for vulnerabilities and issues with medical devices further developed and whose 

issues only show far after their approval. This can be seen if one looks at the example of IoT devices. These are simple devices 

with sensors and network connectivity, such as smart devices like cameras or sensors, or wearables, like pacemakers and 

automated insulin pumps, intended to be part of a greater system.58 Manufacturers sometimes forgo updates to the software in 

IoT devices to cut costs, which, as time passes, makes them increasingly vulnerable to cyberattacks.59 For this reason, the initial 

approval of a device does not ensure compliance throughout the medical devices’ lifecycle. Thus, if there is no ex-post 

inspection, this can result in poor cybersecurity if not regularly serviced.60 

 

As in the EU, there are no explicit mentions of cybersecurity in primary legal sources. However, the FDA’s introduction of the 

Policy for Device Software Functions and Mobile Medical Applications,61 as well as sections 3060 and 3060(a) of the 21st 

Century Cures Act,62 require adequate cybersecurity to secure the correct functioning of medical devices, giving rise to more 

specific cybersecurity considerations. Much like the EU, for software to be considered a medical device by the FDA, the 

manufacturer must intend the software to be used to diagnose, cure, mitigate, treat or prevent disease or other conditions,63 and 

 
49 This is the same for AI acting as an accessory to a medical device, as they must follow the same rules as the medical devices themselves; 

see Regulation (EU) 2017/745 of the European Parliament and of the Council of 5 April 2017 on Medical Devices, Amending Directive 

2001/83/EC, Regulation (EC) No 178/2002 and Regulation (EC) No 1223/2009 and Repealing Council Directives 90/385/EEC and 

93/42/EEC [2017] OJ L117/1, art 1(1) and 2(2). 
50 Article 15 specifically, but other Articles like 14, and 63–68 will be important as well. For more detailed analysis of Article 15 of the AI 

Act see Biasin, “New Cybersecurity Requirements.” For an analysis of AI-enabled medical devices in general, see Li, “Regulating Artificial 

Intelligence.” 
51 The AI Act is also product legislation; for more on how this works out long term, see Almada, “EU AI Act: Between Product.” 
52 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the Protection of Natural Persons with 

Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data 

Protection Regulation) [2016] OJ L119/1. 
53 Note that while the regulation of cybersecurity of medical devices in general must comply with the minimum requirements from the FDA, 

additional rules on a State level may further complicate the process for manufacturers. 
54 https://www.fda.gov/medical-devices/classify-your-medical-device/how-determine-if-your-product-medical-device, last accessed 25 

October 2023. 
55 Section 201(h) can also be found in 21 U.S.C. ch. 9 § 321(h)(1). 
56 There exists a range of general cybersecurity rules that apply generally, but these are not further analysed here. 
57 For an overview of the processes, see Tschider, “Deus Ex Machina,” 19. 
58 See Michalec, “When the Future Meets the Past.” 
59 Xenofontos, “Consumer, Commercial, and Industrial IoT (In)Security.” 
60 Johnson, “Closing the Cybersecurity Gap.” 
61 Food and Drug Administration, Policy for Device Software Functions. 
62 Food and Drug Administration, Changes to Existing Medical Software. 
63 21 U.S.C. ch. 9 § 321(h)(1)(b). 

https://www.fda.gov/medical-devices/classify-your-medical-device/how-determine-if-your-product-medical-device
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its intended function must affect a bodily structure or function.64 However, the FDA can also decide whether or not the software 

is a medical device regardless of the fulfilment of criteria.65 This lets the FDA include de facto medical devices, even if they 

do not fulfil section 201(h), which prevents circumvention. 

 

Medical devices may be classified at the FDA’s discretion, where the products they support, as well as the centrality of the role 

of the software, influence where they belong.66 This process is arguably opaque compared to the MDR, which, through its 

requirements, places more trust in the manufacturer to (mostly) initiate the certification and inspection process. This illustrates 

that the FDA’s broad power in decision-making is one of the key differences between the US and the EU in regulating medical 

devices. The FDA can also forcefully withdraw devices from the market if they are not registered or are found to be 

noncompliant. This makes the FDA somewhat of an oracle since it is the sole centralised decider of the status of what is a 

medical device or not. This stands in contrast to the longer and more manufacturer-centric process in the EU.67 Whether this 

centralised system functions appropriately is debated.68 For example, Roth critiques the number of grey areas emerging from 

the current regulatory model, in part due to the FDA’s arbitrary nature. He argues that if particular software or hardware is not 

deemed a medical device, then it will not be further regulated, potentially harming device users.69 There is a paradox here, 

however. The centralised US system and the discretion afforded to the FDA may enable the FDA to recognise more de facto 

devices as medical devices and, thus, reduce the capacity for manufacturers to circumvent regulation. Nevertheless, that same 

discretion may also enable the increase in unregulated de facto medical devices such as chatbots or monitoring apps.70 

Additionally, there are limits to using non-binding instruments for tasks where hard law would be preferred.71 It can lead to a 

more costly approvals process for manufacturers than under the MDR, where these decisions are governed by hard law, creating 

certainty for manufacturers. 

 

Outside direct medical devices regulation, another regulatory mechanism to consider is EO 14017 on America’s Supply Chains, 

which, in practice, created the basis for using a Software Bill of Materials (SBMs).72 These documents must detail the technical 

cybersecurity measures used by the product and related services. This allows professionals and consumers to discern and 

understand what kind of encryption, security software or other types of cybersecurity protections are contained in the products. 

While not mandated for medical devices yet, outside procurement, where SBMs are mandatory, they could serve as an excellent 

tool to create higher levels of safety and security.73 

 

Lastly, like the EU, the FDA employs guidance detailing cybersecurity, varying from informal to relatively detailed. Most 

relevant here is Cybersecurity in Medical Devices: Quality System Considerations and Content of Premarket Submissions Draft 

Guidance for Industry and Food and Drug Administration Staff,74 which provides manufacturers with expectations for 

inspection and approval. However, at the time of writing, detailed federal guidance for parties other than FDA staff is lacking. 

The same limitations that apply to data protection in the EU equally apply to the US law. There is limited federal protection 

and legislation that could require increased cybersecurity. Where this exists, it is instead done through specialised legislation 

like the Electronic Communications Privacy Act of 1986,75 the Cybersecurity Act of 201576 and recently, the Cyber Incident 

Reporting for Critical Infrastructure Act of 202277 and the Strengthening American Cybersecurity Act of 2022.78 Having 

detailed the centralised regulatory framework in the US, we can turn to examine the UK, or more specifically, GB. 

 

 

 

 

 

 
64 §321(h)(1)(c). 
65 §321(h)(1)(c). 
66 For a concrete overview, see their very accessible databases, Food and Drug Administration, “Product Classification.” 
67 For past perspectives on this, see Chai, “Medical Device Regulation: Comparative Study.” 
68 Roth, “How Much FDA Medical Device.” 
69 Gallese, “Legal Issues,” 413–414. 
70 Gallese, “Legal Issues.” 
71 Gallese, “Legal Issues,” 416. 
72 See papers such as Carmody, “Building Resilient Medical Technology Supply.” 
73 As of the time of writing, the draft Cyber Resilience Act in the EU demands a Software Bill of Materials in Article 10(15). This may 

become relevant for the MDR going forward, as this requirement could be mimicked in guidance. 
74 Food and Drug Administration, Cybersecurity in Medical Devices. 
75 18 U.S.C. ch. 119, 121, 206. 
76 6 U.S.C. ch. 6. 
77 6 U.S.C. ch. 1. 
78 Part of the Consolidated Appropriations Act 2022, Pub. L. No. 117-103, 136 Stat. 49 (2022). 
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2.3 Great Britain: Between a Regulatory Rock and a Hard Place? 

Following Brexit, the regulation of medical devices now diverges between GB (England, Wales and Scotland) and NI.79 As 

noted earlier, the principal provisions concerning medical devices in both NI and GB are contained in the UK’s Medical Devices 

Regulations 2002 (as amended). However, there are two different interpretations contained within these: one pertaining to GB 

and one to NI. Through these, GB remains similar to its pre-Brexit status, the provisions in this respect reflecting the older 

MDD and AIMDD. However, due to its position outside the EU, GB now has an opportunity to create new divergent 

legislation.80 Meanwhile, NI continues to follow EU law in this area and, therefore, is subject to the provisions of the EU 

MDR.81 Since the EU MDR, and hence NI, was covered in section 2.1 above, I leave this aside for now and focus on GB. 

 

The MDD, similarly to the MDR, lacks specific cybersecurity provisions and, as such, so too do the 2002 Regulations as they 

apply in GB. However, amendments to the 2002 Regulations could be interpreted such that manufacturers are required to show 

how their devices meet the essential requirements in the regulation in a way that creates additional indirect cybersecurity 

requirements, as seen in the MDR,82 but only if the device does not already fulfil the requirements through compliance with 

international standards set out in Regulation 3A.83 This may include indirect cybersecurity measures since the manufacturer is 

required to show how they meet the requirements of the 2002 Regulations if they have not used the aforementioned standards 

in 3A, in which the national authority could require cybersecurity measures. In addition to these modifications, past guidance84 

may apply in GB together with specific guidance from the UK Government.85 The older guidance document MEDDEV 2.1/6 

is very sparse in its cybersecurity details, leaving most of the related regulations up to the government, where they are found in 

specialised guidance, which then is only acted upon if any of the enforcement structures in the 2002 Regulations are applicable. 

The risk is whether there will be compliance adherence before any damage is done, like in the surgical mesh incidents in the 

UK.86 

 

Post Brexit, the government launched a public consultation on the future path that the Medical Device Regulations should 

take,87 which provided detailed suggestions for changes. Of special note is the commitment from the government to include 

cybersecurity as an essential requirement,88 but such a commitment is noticeably lacking elsewhere in the government’s 

response to the consultation. The emerging problem for GB will be the barriers to export and import; devices purchased in and 

placed on the EU market will need to conform with the rules discussed above (section 2.1), and devices purchased in and placed 

on the US market will need to conform with US requirements (2.2) and often EU law,89 leaving little room for GB law to 

practically diverge. This is increasingly apparent when looking at cybersecurity, which remains unchanged notwithstanding 

Brexit; breaches, exploits and other attacks will keep requiring new defences that transcend borders and affect all countries 

equally. Keeping standards broadly similar across most countries would prevent the worst breaches from spilling into other 

states, which is especially prudent regarding medical devices, as they can cause physical damage and human injury from 

cyberattacks.90 It would also allow medical devices produced in the UK to be easily exported. This sentiment is not reflected 

in the government’s response to the public consultation or the recent changes to the 2002 Regulations; nevertheless, the UK 

Government has the option to consider aligning its rules closer to either EU or US law or both. In the same vein, data protection 

in the UK suffers from the same disadvantages as the two above, and its cybersecurity protection does not extend beyond 

personal data, making specialised legislation necessary. 

 

 

 

 
79 For more detailed account of the regulatory framework in the UK, see Quigley, “Future of Medical Devices Regulation.” 
80 Whether this will end well is debated, see Han, “Opportunities and Risks.” 
81 See Agreement on the Withdrawal of the United Kingdom of Great Britain and Northern Ireland from the European Union and the European 

Atomic Energy Community [2019] OJ C 384 I/01. 
82 Agreement on the Withdrawal of the United Kingdom of Great Britain and Northern Ireland from the European Union and the European 

Atomic Energy Community [2019] OJ C 384 I/01, sch 2A, pt 2, para 14(e), 4.2. This comes from the Medical Devices (Amendment etc.) 

(EU Exit) Regulations 2020 sch 2, para 56. 
83 See the Medical Devices Regulations 2002, Part 2, sch 2A, pt 2, para 14€, which substitutes in new Parts 4.1, 4.2, and so forth into Annex 

3 of Directive 93/42/EC. See also the Medical Devices (Amendment etc.) (EU Exit) Regulations 2020 reg 3(6). 
84 European Commission, Guidelines on the Qualification and Classification. This guidance was initially important in determining and 

understanding cybersecurity requirements for all medical devices. 
85 This could be the following: GOV.UK, “Regulating Medical Devices in the UK.” 
86 The Independent Medicines & Medical Devices Safety Review, “First Do No Harm.” 
87 Medicines & Healthcare products Regulatory Agency, Government Response. 
88 Medicines & Healthcare products Regulatory Agency, Government Response, 116. 
89 Due to the Brussels effect, see papers such as Bygrave, “‘Strasbourg Effect’ on Data Protection.” 
90 See, for example, Al Momin, “Teleoperated Surgical Robot Security.” 
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3. The Case for a Wider Systems Approach to Medical Devices Cybersecurity Regulation 
 

None of the jurisdictions discussed have medical device–specific cybersecurity legislation, and all rely greatly on guidance. 

They also rely heavily on manufacturers to ensure the safety of their products. EU and GB law (in different ways, as shown 

above) use a combination of GSPR, guidance and trust in manufacturers, while US law centrally decides via the FDA and uses 

informal guidance to a much larger extent. 

 

In the previous section, I noted several weaknesses with the different approaches. Key among these is uncertainty about 

enforcement, either through manufacturer-centric rules (EU) or central authority decisions (US); a fragmented regulatory state 

that leaves cybersecurity to voluntary or indirect effort (GB and NI law); and a lack of concrete cybersecurity provisions in the 

main body of law (all three jurisdictions). The latter is their shared central problem. While delegation to separately controlled 

specialised legislation is necessary, this does not prevent the product legislation needed for medical devices regulation from 

containing explicit cybersecurity provisions. Further, cybersecurity provisions in data protection law do exist in all three 

jurisdictions, but there will not always be (personal) data to protect or privacy issues, leading to a lack of regulatory capture. 

 

This section explores how these weaknesses might be addressed by future regulations on the cybersecurity of medical devices. 

To do so, I revisit some key points relating to medical devices’ cybersecurity. What will be seen more explicitly in this section 

is that, for medical devices’ cybersecurity to be tackled in a more thoroughgoing way, regulation needs to take better account 

not only of the devices themselves but also the infrastructures and systems in which they sit. 

 

Let us cast our minds back to the discussion of the cybersecurity of medical devices in the three jurisdictions in the previous 

section. They all make use of guidance, not the main body of law, to create cybersecurity obligations. They mostly use GSPR 

concepts, like ‘functioning’, which is different from good or ‘state of the art’ cybersecurity. Cybersecurity measures necessary 

for a device to function do not include systems that can guarantee the security or the safety of a patient in case of sophisticated 

or intrinsic cyberattacks, but it is likely that ‘state of the art’ does, as it implies a higher standard that is constantly improved. 

This means that to improve cybersecurity, future regulations could consider more specific provisions that are closer to how 

cybersecurity is done in practice. Further, medical devices require data to function. This can be generated by the devices 

themselves, from healthcare institutions or other sources. Arguably, cybersecurity properly conceived ought to also protect this 

aspect. Normally, privacy and data protection (two different topics) are regulated distinct from cybersecurity concerns. For 

instance, the GDPR governs all aspects of data in the EU and has certain requirements regarding the security of the processing 

and storage of personal data.91 Finally, cybersecurity also includes the entire system surrounding what you intend to protect, 

which means that the cybersecurity of hospitals, wards, manufacturers (data or analysis from them may be central) and even 

individual professional users should be considered. None of the three jurisdictions do this specifically in medical device 

legislation.92 

 

Given all of this, I posit three domains of concern regarding the cybersecurity of medical devices. My suggestion is that each 

of these, and the interrelations between them, needs to be attended to in any future regulations if cybersecurity is to be taken 

seriously and properly enacted. As will be seen from the description given and the accompanying graphics, these domains can 

be conceptualised as nested layers, where ‘domain’ is an expansion on the one below it but where achieving adequate 

cybersecurity of the system as a whole is not possible without taking these wider elements into consideration. The three domains 

are as follows: 

 

• Domain 1 encompasses the actual safety and cybersecurity techniques within medical devices. 

• Domain 2 relates to protection against adversarial attacks from third parties, including authorities, manufacturers and 

cybersecurity providers themselves. Cybersecurity protection to ensure the risk of manipulation or alteration of 

medical devices is minimised. No regulation provides this level of protection, and due to the nature of these devices, 

it is imperative that protection aims to prevent or at least attempts to mitigate various types of adversarial attacks from 

all, including manufacturers. If protection against manufacturers seems surprising, it is important to keep in mind that 

these are still commercial products, and customisation or alternative use is rife, as seen with open-source solutions to 

everything from medical devices93 to insulin production.94 

 
91 See Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the Protection of Natural Persons with 

Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data 

Protection Regulation) [2016] OJ L1191, art 32. See also Schmitz-Berndt, “Don’t Tell Them Now.” 
92 However, they do consider cybersecurity of critical infrastructure, as shown with NIS 1 and NIS 2 above. 
93 Roberts, “Prescribing Unapproved Medical Devices?” 
94 Burnside, “Open-Source Automated Insulin Delivery”; Lum, “Real-World Prospective Study.” 
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• Domain 3 goes further and includes privacy and security measures safeguarding the entire ecosystem in which medical 

devices exist, where data is necessary for functioning. This means that the cybersecurity of hospitals and 

manufacturers, who may provide server or analysis functions for software or IoT devices, are included in this type of 

system. 

 

These domains expand the consideration of medical device cybersecurity from concentrating on the device alone to taking into 

account wider systems issues, such as communication beyond the device itself and interactions with the wider system. It also 

recognises the importance of data within the system and its relationship to overall cybersecurity considerations.95 For an 

illustration of the relationship between these aspects, see Figure 1. 

 
Figure 1. Three-Levelled Cybersecurity Structure for Medical Devices 

 

 

To achieve the protection envisaged, especially in Domain 3, the necessary cybersecurity should be separately protected going 

forward, as the amount of analysis and outcomes with access to either part of this ecosystem only enlarges with time, thereby 

increasing the risk of harm to the patient. Adequate privacy protection should not harm the patient in a material or physical 

manner and should go beyond the GDPR and specialised data protection legislation, such as the proposed European Health 

Data Space Regulation offer.96 How this could work in practice is discussed later. 

 

Having made the case that an adequate regulatory approach would consider not only medical devices themselves but also the 

infrastructures and systems that surround them, in the next section, I make four specific recommendations for reform that could 

be beneficial should they be taken up by regulators. These are not limited to any jurisdiction and serve as inspirational points 

taken from both law and cybersecurity. 

 

 

 

 

 
95 Cybersecurity practitioners already view the security of medical devices in this manner, as they do not significantly diverge from other 

types of devices. The specific encryption, access control, or other protections needed for a surgical robot, are similar to what is seen in 

industrial robots, and pacemakers have similar protection to IoT devices such as wearables. 
96 Proposal for a Regulation of the European Parliament and of the Council on the European Health Data Space COM (2022) 197/2, 2022/0104 

(COD). 
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4. Recommendations for Reform 
 

These recommendations are specifically for usage in positive regulation, be it primary legislation or statutory instruments. For 

reasons I am about to elaborate on, they are not aimed at guidance, standards or soft law. 

 

4.1 The Issue of Standards: Checkbox Exercises or Something Else? 

Standards are commonly mentioned as a means to regulate technology.97 Standards are documents that describe, either in detail 

or abstractly, how systems should be designed, run or discontinued. Most standards are maintained and provided by for-profit 

companies and are, as such, themselves products. Further, standards do not always reflect best practice and may be poor 

according to those who are supposed to use them.98 This is also the case regarding cybersecurity, meaning that to use them as 

the sole—or even principal—basis of regulation would be unwise. As for medical devices specifically, the use of standards is 

more accepted, but this may be because of their focus on safety, reliability and general functioning rather than cybersecurity. 

Moreover, they do not describe most medical devices in technology-specific detail, rendering them more as guidelines instead. 

In this article, therefore, I do not recommend using standards instead of regulation. Even if the relevant standards were to be 

maintained and provided by the state or the EU, as they amount to essentially detailed guidance, they can never be a primary 

source of law and, thus, could be changed too easily. While flexibility can be an advantage, allowing standards or guidance to 

change if technology changes, it can have severe consequences if inadequately written. 

 

In thinking about recommendations for reform, it is necessary to think about what different stakeholders want in this area: 

developers, designers and other elements of the (cyber)security economic landscape. Solutions to complex problems must be 

manageable, easy and suitable to implement and deploy in practice. First, such solutions exist for cybersecurity,99 with easy-

to-implement end-to-end security and privacy solutions.100 Additionally, equally affordable next-generation encryption is 

close.101 Second, every party imaginable, except for the state perhaps,102 would want clear and easily applicable legislation. 

The state is an exception, as it often holds the power to certify or inspect devices and has a monopoly on surveillance, both of 

which could violate patient confidentiality and integrity. Legislation mandating poor cybersecurity to facilitate state 

surveillance indicates that states are not necessarily interested in good cybersecurity. Examples of this include the Online Safety 

Bill in the UK and the Child Sexual Abuse Regulation in the EU. With cybersecurity, any backdoor for the state is a backdoor 

for any adversary, decreasing patient safety. 

 

Lastly, and regardless of the specifics of any legal system, the means to circumvent cybersecurity requirements exists, both 

practically speaking and from a regulatory perspective. However, there are possible paths to prevention or deterrence. Such 

prevention is desirable as circumvention or malicious noncompliance could lead to device user harm, for instance, if an 

adversarial attack were to be successful in manipulating a surgical robot.103 If medical devices become even more connected 

and use even more digital elements in the future, the ways in which circumvention of cybersecurity provisions is prevented 

should increase proportionally. 

 

To this end, I, therefore, make legislative recommendations in four areas. These are technological specificity, circumvention 

protection, genuine privacy and security by design. Let us examine each of these in turn. 

 

 

 

 

 

 

 

 
97 For some relevant perspectives, see Leverett, Standardisation and Certification of Safety; Andersdotter, “Policy Strategies for Value-Based 

Technology Standards”; O’Sullivan, “Legal, Regulatory, and Ethical Frameworks”; Clark-Ginsberg, “Regulating Risks within Complex 

Sociotechnical”; Teece, “Profiting from Innovation”; Danks, “Regulating Autonomous Systems.” 
98 See, for example, Abelson, “Bugs in Our Pockets,” 25. 
99 There are promising effects of end-to-end encryption in this area; see Quamara, “End-to-End Security Framework”; Strielkina, 

“Cybersecurity of Healthcare IoT-Based Systems.” 
100 Homomorphic encryption and follow-up techniques may be the way to go, but the techniques are not silver bullets either; see Corrales 

Compagnucci, “Homomorphic Encryption.” 
101 Though it is more complicated than it seems; see, for example, Atik, “Quantum Computing and Computational Law.” 
102 As a general principle in cybersecurity, any backdoors created for state authorities will always be used by other adversaries, such as foreign 

actors or criminals, which historically can be showcased with things like keys escrow; see Abelson, “Bugs in Our Pockets.” 
103 See, for example, Bonaci, “Experimental Analysis of Denial-Of-Service Attacks.” 
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4.2 Technology Specificity 

Legislation tends to fall on a spectrum from technology-neutral to technology-specific.104 Neutrality, in this instance, refers to 

the broad applicability of the legislation regardless of the technology used.105 A particularly well-accepted example of this is 

the GDPR. However, broad applicability comes at a cost; that is, a lack of explicit and specialised provisions directly regulating 

specific areas. Where this occurs, the vaguely worded provisions of a piece of technology-neutral legislation are frequently left 

to the courts to be interpreted. Alternatively, further detail is fleshed out in secondary legal sources, such as guidance, standards 

and so on, which can be blindly followed but not referred to by the primary legislation or simply through contractual 

specifications. The difficulty with this is that it creates fragmentation. By contrast, technology-specific regulation directly 

regulates specific areas. Telecommunication regulation is a good example thereof.106 The proposed EU AI Act is another 

example specifically drafted to regulate specific types of software. However, a built-in weakness of this approach is in the 

particular definitions chosen. This is because their specificity makes circumvention or noncompliance by manufacturers 

easier,107 though authors note that this may be just as true for technology-neutral legislation.108 Medical devices legislation, by 

its very nature, is already technology specific. Nevertheless, as it currently stands, it lacks specificity when it comes to its 

cybersecurity requirements. Despite the potential weaknesses of technology-specific approaches just mentioned, this should be 

the norm going forward regarding medical device cybersecurity regulation. There are several reasons for this. 

 

First, if there were stringent cybersecurity requirements, there would be no ‘legacy device’ problems (e.g., medical devices still 

in use with outdated operating systems such as Windows XP),109 meaning more would pass regular screening or inspections 

necessary for good security. Second, stringent requirements would set expectations high; for manufacturers, expecting good 

cybersecurity on all three domains from Figure 1 explicitly in the legislation would guarantee larger considerations of patient 

safety and security. Third, technology-specific regulation understands its subject, something that technology-neutral regulation 

cannot (because it must fit all things possible).110 Using technology-specific regulation could, therefore, mean that cybersecurity 

and privacy can be understood in a relevant manner and not in speculative ways, such as focusing too much on quantum 

cybersecurity, while most cyberattacks will be based on social engineering (phishing).111 

 

4.3 Circumvention Protection 

Bad Man’s Law is a well known and widely used concept in law, used to outline potential shortcomings in legislation.112 It is 

used to refer to the fact that how the law is written and how people act with respect to the law may be different. As such, the 

putative ‘bad man’, instead of following the law, may find ways to circumvent it or to be otherwise noncompliant with its 

requirements. Bad Man’s Law as a concept showcases how noncompliance is a constant threat to any legal rule or system. As 

a legal principle, it has found varying degrees of penetration within EU Member States, being used in some while ignored in 

others, despite appearing in several cases.113 When used in this way, it essentially refers to the practice of pretending to comply 

with the rules while, in practice, not doing so and enjoying advantages from this fraudulent scheme,114 something that the 

European Court of Justice has declared is prohibited within EU law.115 

 
104 Koops, “Should ICT Regulation Be Technology-Neutral?”; Ohm, “Argument against Technology-Neutral Surveillance Laws”; Reed, 

“Taking Sides on Technology Neutrality”; Hojnik, “Technology Neutral EU Law.” Technology-specific regulation already exists in areas 

like telecommunication in all three jurisdictions. 
105 Medical device legislation, by its very nature, is in general already technology specific within the criteria mentioned in this paper. 

Nevertheless, it lacks specificity when it comes to its cybersecurity requirements, which should be the norm going forward. 
106 See, for example, Directive (EU) 2018/1972 of the European Parliament and of the Council of 11 December 2018 Establishing the 

European Electronic Communications Code [2018] OJ LL321/36. 
107 See Reed, “Taking Sides on Technology Neutrality,” 284. 
108 Koops, “Should ICT Regulation Be Technology-Neutral?”; Ohm, “Argument against Technology-Neutral Surveillance Laws”; Reed, 

“Taking Sides on Technology Neutrality”; Hojnik, “Technology Neutral EU Law.” 
109 Johnson, “FDA Regulation of Medical Devices”; Johnson, “Closing the Cybersecurity Gap.” 
110 Finally, the classic problem of “lagging behind” is not discussed. There are numerous articles that look specifically at this, including those, 

such as Reed, “Taking Sides on Technology Neutrality,” who argue that it is not in fact an issue due to, for example, the interpretative 

mechanisms given by courts, or secondary legal sources. 
111 Bullée, “Social Engineering.” 
112 Twining, “The Bad Man Revisited”; Jimenez, “Finding the Good.” 
113 For example, Case C-255/02, Halifax plc and Others v. HM Customs & Excise, 2006 EU:C:2006:121, para 68. See also Joined Cases C-

59/13 and C-58/13, Angelo Alberto Torresi and Pierfrancesco Torresi v. Consiglio dell’Ordine degli Avvocati di Macerata, 2014 

ECLI:EU:C:2014:2088. 
114 Joined Cases C-59/13 and C-58/13, Angelo Alberto Torresi and Pierfrancesco Torresi v. Consiglio dell’Ordine degli Avvocati di Macerata, 

2014 ECLI:EU:C:2014:2088, paras 41–42. 
115 This must be tested, done in Joined Cases C-59/13 and C-58/13, Angelo Alberto Torresi and Pierfrancesco Torresi v. Consiglio dell’Ordine 

degli Avvocati di Macerata, 2014 ECLI:EU:C:2014:2088, paras 45–46. 
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Extrapolating this principle to medical device cybersecurity regulation would be advantageous. At the time of writing, an 

explicit principle like the one indicated here does not exist in GB and US law. This could prevent manufacturers from pretending 

to have good security while deploying poor cybersecurity to cut costs, risking the health and wellbeing of patients and medical 

staff. Explicit legislation to these ends would minimise the risks caused by poor security and, thus, ensure that medical devices 

are safe and usable. Safety requires strong enough cybersecurity to prevent potential adversaries from causing safety failures. 

To ensure this, additional measures to prevent circumvention, akin to what can be interpreted to exist in the EU MDR, are 

needed. In section 2.1, we saw that GSPR rules in Annex 1 could mandate stronger cybersecurity to maintain the functioning 

of medical devices—this implies safe functioning. Guaranteeing safety and security through functioning could then be a 

requirement in the medical device legislation, something that all three jurisdictions showcased in this paper lack. 

 

4.4 Genuine Privacy 

As standardly discussed in various literature, privacy is said to require trade-offs.116 For instance, it is commonly thought that 

one cannot have both good privacy regarding the data and usage of medical devices without trading this off against issues with 

the software or hardware. This could be in the form of issues with access or excessive resources to achieve such privacy, but 

this is less of an issue now and likely will not be an issue in the future. New techniques, such as so-called quantum encryption, 

may be futureproof if combined with existing conventional defences. If this is so, devices that are continuously in use, even 

over the course of a decade or longer, may still retain some protection against adversaries. One implication of this is that medical 

devices regulation should mandate greater privacy, as the technology that can be used to do so will be easy to implement going 

forward. However, to properly ensure privacy as part of cybersecurity requirements, technology-specific legislation could 

mandate certain types of encryptions or PETs.117 Finally, because such systems would allow for data usage without 

compromising privacy, states would still be able to analyse and survey the medical device ecosystem. This would be beneficial 

because it allows states to retain surveillance monopolies while giving the patient much greater technical privacy protection 

and could allow further analysis of the data through concepts such as sandboxes118 or health data libraries.119 

 

4.5 Security by Design 

We have already seen that the EU’s GDPR is a good example of a technology-neutral piece of legislation. It is also an excellent 

example of legislation that introduces ‘privacy by design’.120 Privacy by design is the idea that the technologies and internal 

design necessary to preserve the privacy of the data subject are baked into the development of the device from conception. The 

idea of using technology to design principles, values or regulatory requirements can also be found in the EU’s CRA121 in a 

security context. The CRA, which we met in section 2.1, mandates that security must also be built in and considered for the 

design of network-connected devices and systems, mirroring the privacy by design concept. The advantages of designing 

security in this way are that it likely increases general cybersecurity, limits risky decision-making by manufacturers concerning 

security and allows for easier auditing, as a lack of security by design is clear when it fails. However, such measures are not 

required for medical devices in any of the jurisdictions discussed in this paper. There is no technical barrier to requiring security 

by design for medical design manufacturers, and the literature supports increasingly implementing better security due to their 

decreased costs and ease of implementation. Further, requiring security by design would mirror the GSPR elements that all 

three jurisdictions in this paper already use. 

 

Keeping cybersecurity an integral part of the design, function and maintenance of medical devices seems wise, considering 

their increasing level of digitisation, which is accompanied by an increased risk of adversarial attacks. Security by design 

ensures that good security cannot be substituted by secrecy.122 Relying on secrecy is unsafe, as any adversary discovering the 

 
116 This was noted very early, before computers existed; see Kerckhoffs, “La Cryptographie Militaire.” 
117 Done in practice in the EU but could be mandated by law too. For more, see Phillips, “Privacy Policy and PETs.” GB and US law have 

not, as of the time of writing, embraced requiring PETs in legislation yet, but it sees use in guidance; see, for example, Information 

Commissioner’s Office, “Privacy-Enhancing Technologies (PETs).” 
118 Seen in, for example, Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on 

Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts COM (2021) 206 final, 2021/0106 (COD), 

art 53. Sandboxes are here “playgrounds” where machine-learning or other types of software can be tested in protected datasets and refers in 

general to the idea of experimentation in CS circles. 
119 See Abelson, “Bugs in Our Pockets,” which builds its entire concept on this. 
120 See Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the Protection of Natural Persons with 

Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data 

Protection Regulation) [2016] OJ L1191, art 25. 
121 Proposal for a Regulation of the European Parliament and of the Council on Horizontal Cybersecurity Requirements for Products with 

Digital Elements and Amending Regulation (EU) 2019/1020 COM (2022) 454 final, 2022/0272 (COD). 
122 Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules on Artificial Intelligence 

(Artificial Intelligence Act) and Amending Certain Union Legislative Acts COM (2021) 206 final, 2021/0106 (COD), art 53. 
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secret can then abuse it. Conversely, cybersecurity that is thoroughly tested but well known is the standard for complicated 

encryption systems,123 so that the security used should be thoroughly tested and as impervious as possible, even if the adversary 

knows the techniques used. Notwithstanding the need for emergency overriding measures with implantable medical devices, 

like pacemakers, that create exploitable weaknesses,124 those who design and deploy medical devices must strive towards the 

greatest level of cybersecurity. As with privacy, if security techniques become better and cheaper to implement, then their usage 

should proportionally increase.125 

 

5. Conclusion 
 

This paper set out to analyse and compare EU (including NI) and US law, with some commentary on GB, with the goal of 

providing a new model to understand medical device cybersecurity and suggest recommendations for future medical device 

cybersecurity regulation. As part of this, we saw that current EU law has changed since the new MDR, with legislation directly 

impacting medical devices. Yet despite this recent change to medical devices regulation, there are no explicit ‘cybersecurity’ 

provisions. Nevertheless, due to the influx of new cybersecurity legislation and existing guidance and medical device 

safety/functioning rules in the EU MDR, the regulatory landscape, including GSPR, is promising. In the US, the approval 

process and evaluation are still within the FDA’s remit, with little testing or inspection after approval. Like the EU, the US 

lacks explicit cybersecurity provisions, but guidance reveals that the FDA is well-equipped to review medical devices and their 

cybersecurity properly before they are put on the market. However, it should be noted that they rarely follow up later.126 Finally, 

the Medical Devices Regulation 2002, as applied to GB law, retains implementation of the older MDD and AIMDD, with little 

change since Brexit. Meanwhile, NI is subject to the provisions of the EU MDR. As cybersecurity is a global issue, there is 

little leeway for diverging innovative regulation in GB, and the UK Government should choose a regulatory path going forward 

that enables the easy export of medical devices. However, such a pathway seems unclear in the government’s response to the 

recent public consultation on the future of medical devices regulation in the UK. 

 

Having explored the weaknesses of the regulation in the three jurisdictions, I then presented a systems-based view of the 

cybersecurity of medical devices in a model depicting three domains of concern relating to medical device cybersecurity 

protection (presented in Figure 1). These include the actual safety and security techniques within medical devices, protection 

against adversarial attacks and the system as a whole. In taking a much wider approach to cybersecurity than a narrow focus 

on the device itself, this model serves to remind policymakers and manufacturers that cybersecurity properly conceived has to 

involve considerations of different interconnected domains. This is something that they would be well advised to note in any 

future regulations in this area. 

 

Finally, based on the three spheres above, four recommendations for the future regulation of cybersecurity in medical devices 

were suggested: technology specificity, circumvention protection, genuine privacy and security by design. The first two are 

inspired by existing concepts and understandings of how policy should be built. Technology specificity is necessary because 

of the ever-increasing need for good cybersecurity in medical devices, while circumvention protection is necessary because 

noncompliance poses a bodily threat to patients if basic cybersecurity practices cannot be followed. The last two represent 

developments in technology warranting revaluations on what is acceptable to require through regulation. Genuine privacy 

comes from the idea that both now and going forward, good PETs allow for protection against actors who would threaten the 

privacy of the patient, which should be mandated by law. Security by design does the same in a cybersecurity context, as good 

security techniques are not as financially or computationally expensive as they used to be. The recommendations and the 

system-based view are good introductions to the complexity of this kind of regulation, but they also give a clear path towards 

a future with safer and more secure medical devices. 

  

 
123 Anderson, Security Engineering. 
124 This is debatable in the context of existing vulnerabilities, see Kramer, “Cybersecurity Concerns and Medical Devices”; Baranchuk, 

“Cybersecurity for Cardiac Implantable Electronic.” 
125 Bhuyan, “Transforming Healthcare.” 
126 Johnson, “Closing the Cybersecurity Gap.” 
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