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Abstract

This article argues in favour of the recognition of biometric harm, which is a specific type of harm arising from the use of biometrics to identify and classify people without a valid legal justification. The importance and pervasiveness of biometric technologies have increased. The development of biometric systems is rapidly advancing; however, their potential negative implications for individuals and society are routinely dismissed or willingly ignored. Biometrics deeply affects some of the basic needs of humans, including the need to step out of one’s social identities to enjoy unobserved time and the need to self-represent oneself in all social relationships. Such necessities are preserved by the legal system via high-ranked provisions that protect personhood, dignity, the right to private life and the right to express one’s personality. Because of these negative effects on core human necessities and legal values, this paper submits that biometric identification should be considered harmful, unless justified by another equally fundamental legal value. In line with other restrictions of the involved fundamental values, necessity and law enforcement purposes may justify biometric identification. Conversely, it is submitted that consent, while essential, does not fulfil the requirements of a stand-alone justification for biometric harm.
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Introduction

When the first instant cameras were developed, the legal implications of their power were instantly flagged. In their seminal article on The Right to Privacy, Warren and Bradeis, writing in 1890, foresaw that ‘with the [arrival] of this technology and the growing popularity of print media, [covertly] taken photographs [would] threaten the “right to be let alone”’. 1 In our digital age, addressing the harms that may arise from unjustified intrusions into one’s private life is one of the most crucial challenges facing the law. New technologies have exposed humans to risks of new harms by machines, and the role of the legal system is to understand such harms, to address them and to redress the losses related to them.

This paper focuses on systems that are able to identify humans based on their bodily or behavioural features, known as biometrics,2 and tries to detail the ways in which biometrics is harmful to humans individually and to society generally.

The arguments developed in this paper presuppose the view that interpretations of technologies are grounded in society.3 As Nissenbaum so aptly stated, ‘systems and devices will embody values, whether or not we intend or want them to’.4 Accordingly, this paper puts forward an interpretation of biometrics that allows us to preserve basic human values rather than one that focuses on the performance or accuracy of the technology without regard to the consequences.

The paper takes forward arguments developed in the field of privacy, which have maintained that privacy is essential to freedom, personhood and dignity,5 and draws from conceptual reflections in legal and non-legal disciplines regarding the legal values upholding the need for unobserved time. The reflections in this paper also own a debt to authors who have highlighted
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the complexity of the different situations that have come to be subsumed under the umbrella concept of ‘privacy’ and the different types of intrusions or privacy harms, as well as to authors who have argued that seeking to define privacy takes the focus away from harm arising out of intrusions, which is what the legal system should be concerned about. At the same time, this inquiry is also mindful of attempts to conceptualise data protection as a fundamental core provision of some legal orders (i.e., in the European Union [EU]) and of studies that have critically assessed the whole field of ‘data protection’, in particular, the special regime applying to ‘sensitive data’ of the kind used by biometrics. All these contributions are essential to the arguments developed in this paper, which attempts to provide a framework for assessing biometrics based on the potential harm that biometrics might cause to individuals and society.

Further, this paper shows that because of the way in which biometrics works and in light of its defining features, it affects certain basic needs of humans protected by the legal system; that is, personhood, human dignity, private life and freedom of expression. The core claim of this paper is that a specific ‘biometric harm’ needs to be recognised to continue to uphold such values in our digital society. This paper defines biometric harm as the harm arising from identification via biometrics without a valid legal justification and claims that, by recognising biometric harm in these terms, the legal system upholds an interpretation of biometrics that bolsters these values, rather than one that undermines them.

This paper argues for a switch from a subjective point of view that focuses on the harm suffered by one individual in a specific case of privacy invasion or data breach to one that focuses on how a technology, by its very features, systematically affects certain legally protected rights of the individual and interests of society as a whole. This switch justifies bypassing discussions regarding the threshold of what constitutes reparable harm in cases of biometric harm. The issue of compensation is also excluded from this paper and hopefully will be discussed in future research.

The paper briefly describes how biometrics works (Section 1) and how fundamental human needs (Section 2) that are protected by the legal system (Section 3) are negatively affected by biometrics (Section 4). It then considers what justifications for biometric harm should be admitted (Section 5).

1. Overview of Biometrics and Definitions

The word ‘biometric’ refers to measurements of the human body. Expressions such as ‘biometric data’ or ‘biometric features’ are used today to refer to such measurements. With respect to modern technologies, biometric data include biological characteristics, such as face, fingerprints, hand geometry and iris, and behavioural characteristics, such as signature, keystroke, voice and gait.

In the engineering field, the term ‘biometric’ is also used to qualify a process; that is, the ‘automated recognition of individuals based on their biological and behavioural characteristics’. ‘Recognition’ includes both biometric identification, which is the process of searching against a biometric database to find a previous record with the purpose of extracting the identifier attributable to a single individual, and ‘biometric verification’, which is defined as the process of confirming a biometric claim (i.e., ‘this person is John Smith’) through comparison. For simplicity, the term biometric ‘identification’ refers to both these processes in this paper. The technical definition of biometrics is retained in the paper, with the following specification: ‘identification’ is used in a broad sense and includes any attribution of identity: a civil identity, the membership to a societal group (e.g., ‘female’ or ‘white’), a behaviour (e.g., ‘smoker’) or an emotion (e.g., ‘sad’).

A central element that emerges from these definitions is that biometric data do not have a stand-alone existence but are collected, stored and retrieved with the sole purpose of recognising a person. As will be explained later in this paper, this inextricable link between biometric data and the function of identifying a specific individual or assigning an individual to a specific group is crucial to the discussion of what kind of harm can arise from biometric technology.
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The technology that enables the collection and analysis of biometric data today is extremely advanced; however, the idea of measuring, storing and classifying biometric information of individuals to facilitate their future identification is rather old. The first biometric identification system is attributed to Parisian police officer Alphonse Bertillon, who, in 1879, created a method to take and store biometric measurements of individuals with a criminal record. Bertillon made it his life mission to perfect a standardised and teachable method to identify individuals based on their bodily measurements. Bertillon’s endeavour eventually failed, and his system was gradually replaced by the use of fingerprints. As it has been suggested, the historical and logical association between Bertillon’s system of identification and the attempts to link the bodily characteristics of individuals to their proclivity to crime and more generally to classify humans into races should alert us to the risks associated with modern biometric technology. Instead, oblivious to this warning, companies and governments are routinely employing biometrics to identify personality traits and skills, and categorise people into groups.

Because of the push from both the public and the private sector towards ever-more-accurate biometrics, the field has evolved dramatically. On the one hand, biometric technology is routinely employed to make common, repeated tasks (e.g., unlocking one’s phone with fingerprints or facial recognition) smoother. On the other hand, research into biometrics has also pursued the aim of reducing the need to obtain the subject’s collaboration – and even consent – to the collection of biometric data for identification purposes. As described earlier, the process of biometric identification requires a previous collection of data and the storage of that data in a database, against which future samples are compared. In most cases, collecting the biometric data of a person requires the cooperation or at least their consent. In addition, when the samples of a person are collected a second time to facilitate identification, the person is usually required to cooperate and consent again.

However, research in biometrics seems to view the need to obtain collaboration from a data subject as an ‘inconvenience’: custom clearings and other operations would be smoother if identification could be done without asking people to stop by a counter and show their face. Pursuing this idea, systems have been developed to identify people in public spaces from a distance. Research has produced different systems that allow for ‘on-the-fly’ or even ‘in-the-wild’ acquisition of biometric data, which allow people to be identified with minimal or no collaboration at all. The main consequence of allowing such biometric identification is that it occurs without consent or even awareness. With the main consequence of allowing biometric identification without consent or even awareness. For example, techniques to recognise individuals using images of eye movements taken on smartphones were developed after the use of face masks became widespread during the Coronavirus Disease 2019 pandemic, as face masks impaired the use of classic facial recognition technology. Other examples are systems capable of identifying people by analysing their finger knuckles from a distance or assigning gender to people using different reference points without the cooperation of the subject. Needless to say, once developed, these technologies are not only used in law enforcement settings; rather, once they exist, they are deployed widely by public and private entities for law enforcement and commercial purposes alike.

Another important development in the field of biometrics has been the perfecting of techniques to exploit soft-biometric data (i.e., data that identifies not a single individual but a group), relying on categories naturally used by humans to describe each other, such as ‘tall’ or ‘short’. Though less accurate, these data can still enable the identification of individuals when different data points are collected and combined or when these data can be combined with other types of data. The use of soft biometrics also allowed humans to recognise other humans in instances in which software cannot (e.g., in blurred images). Another type of soft biometrics uses clothing to identify people. While clothes may be changed, clothing descriptions can be standardised and used for recognition within a limited time frame.
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In addition, sensitive soft-biometric information (e.g., gender, race or age) can be directly derived from facial embeddings. Unlike facial recognition, where one’s facial features are compared to pre-existing facial templates to establish if a person is known, face detection and analysis do not recognise people but ‘detect’ and classify them into categories, including categories for gender, age and emotion, based on the processing of their facial features. For example, smart billboards use these techniques to display advertisements tailored to the specific group to which the person passing by is assigned by the biometric system. Worryingly, methods to encrypt and protect such information appear to be less effective than usually stated in the scientific literature.

This brief overview of the great variety of biometric technology, allows us to grasp the extent of the intrusiveness and potential harms that these technologies carry within them.

2. Unobserved Time and Self-Representation as Basic Human Needs

Many scholars of privacy have long argued that it is essential for human beings to be sure that some instances of life are private. One aspect of this fundamental need relates to the necessity to be able to enjoy unobserved time, away from the gaze of others, to maintain our natural status of mental health. Allen argued that privacy – in the forms of anonymity, seclusion, solitude and secrecy – entails ‘a condition of inaccessibility of the person, his or her mental states, or information about the person to the senses or surveillance devices of others’. It may be added that such conditions of inaccessibility also need to be perceived as such by the individual. Studies have shown that the perception of an external gaze or the fear of being observed can also negatively affect the mental health of a person.

Another aspect of the need of private time and space, which is closely connected to the first one, relates instead to our social self: privacy in the form of a private enclosure and control of one’s personal information has been considered essential to intimacy and intimate relations and consequently to the possibility of developing healthy social relationships with others. Humans are social animals and view connection to others and community as fundamental needs. Yet, withdrawing from the social arena is an equally important requirement for humans. Crucially, studies in social psychology have clarified that withdrawing from others allows us to withdraw from the role that we fulfil in our relationship with them. We routinely alter our behaviour based on the people that we know are present at any given time. For example, we behave differently with our friends than with our employer. Private time and the possibility of shielding ourselves or our personal information from others allows us to maintain these different identities and behaviours and to retain control of our social relationships. Under this perspective, the need for unobserved time can be construed as a right to ‘selective self-representation’.

This ability of stepping in and out of our multiple social roles allows us to function as human beings. As sociologist Barry Schwartz pointed out, role and identity are deeply intertwined from the point of view of our relationship with others: ‘the very act of placing a barrier between oneself and others is self-defining, for withdrawal entails a separation from a role and, tacitly, from an identity imposed upon one-self by others via that role’. Since biometrics attributes an identity to individuals, the need to withdraw from the identity that we are assigned in our different social roles is very important to understand how biometrics can harm humans.

Studies have examined whether the needs outlined above are found across cultures, which would support the idea that these needs are basic needs of all humans, at all times and in all places. In the negative, such needs would only pertain to certain cultures and historical moments. For example, some studies have described how apparently close cultures have a very different
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understanding of ‘what should be kept private’. Accordingly, the temptation may be strong to dismiss the need for unobserved time and to step out of our social roles as a mere question of cultural attitude. However, this view is somewhat misleading. Solid arguments support the idea that humans share a need to enjoy unobserved time and to self-represent themselves in their social relationships. However, such needs may be mediated by cultural elements and beliefs. Studies rooted in anthropology have found that even civilizations living in a state of ‘continuity between the individual and the community’ had their ways of ensuring some form of privacy. Such studies showed that at the core, humans have a universal need to shield themselves from the external gaze and retain control over their self-representation.

In addition, it has been convincingly argued that ‘in each civilization, as it advanced, those who could afford it chose the luxury of a withdrawing place’. If a shield from public observation is worth paying for, the fact that some cultures may be more open than others regarding public information or public nudity does not prove that humans do not feel the need to withdraw from society from time to time. Indeed, poverty is usually associated with the use of communal spaces and thus less privacy, while more affluent individuals tend to pay for increasing levels of seclusion. Allen argued that women, as a vulnerable group in society, experienced less privacy than men. It seems then that economic and social conditions play a crucial role in the possibility to afford and enjoy unobserved time, seclusion and withdrawal from society. Accordingly, the lack of enjoyment of unobserved time should more correctly be associated with a lack of means rather than a lack of need.

From a different perspective, studies in the field of philosophy have highlighted the importance of preserving our informational space because it is deeply entrenched with our own identity and dignity. As Floridi pointed out, humans are ‘essentially made of information’, insofar as the information about each individual determines who that individual is and who they can become. A fundamental feature of the human conceived as an informational being is to be able to keep their ‘identities and [their] choices open’. This concept echoes the idea of self-determination in our social relationships and the need for a private space. Against this backdrop, Floridi also clarifies the role and the limit of technology: ‘any technology or policy that tends to fix and mold such openness [of our identities] risks dehumanizing us’.

This reality – that human beings need private, unobserved time and space to preserve their own humanity – is one of the reasons why the collection, processing and storing of personal data, including biometric data, may expose human beings to harm. As mentioned, this paper subscribes to the idea that technology should be interpreted in a way that allows us to uphold the fundamental values that pertain to our humanity. In addition, as it will be explained in the next section, the need for private time and space, the need to self-represent socially and the relationship these needs have to our very essence as human beings is protected in various forms by the legal system across jurisdictions.

3. The Legal Protection of Unobserved Time, Self-Representation and Human Dignity in the Age of Biometrics

When identifying a person, biometrics may or may not run afoul of privacy or data protection laws. Indeed, in many instances, biometric identification will be perfectly legal, depending largely on consent or other requirements. However, this paper discusses the higher level of the hierarchy of norms. Indeed, if all humans need unobserved time and the opportunity to withdraw from their different social roles, and if such needs are fundamental for our very own survival as individuals, it is natural to investigate how the legal system protects these needs. Logically, legal provisions protecting these needs must be of a fundamental nature if they are to protect some of the core requirements of humans. This paragraph explores this issue further.

Broadly conceived, the essential needs of human beings discussed in the preceding paragraph are found in the legal system under different names, such as the right to private life or privacy, human dignity and freedom of expression. Legal systems across the globe protect these values differently. This paper refers to the provisions of the European Convention on Human Rights (ECHR), which are part of the legal systems of the Council of Europe’s members and thus apply in roughly 20% of countries in the world. I acknowledge that this reference only provides a partial view of how these basic human needs are
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protected by legal systems globally, and I hope that this contribution initiates a dialogue on how other legal cultures approach the same basic human needs and how a given legal system protects them.

The first category of provisions that are relevant to the basic needs of humans described above comprises those protecting private life, personhood and dignity.\(^{49}\) In the ECHR, these provisions are all found in Art. 8, and the reading of it by the European Court of Human Rights (ECtHR). Article 8 of the ECHR has a strict formulation and provides that ‘everyone has the right to respect for his private and family life, his home and his correspondence’, and that public authorities should refrain from interfering with this right, except under the conditions laid down by law.\(^{50}\) However, the ECtHR has expressed the view that the concept of ‘private life’ under Art. 8 of the ECHR should be interpreted broadly and is not susceptible to exhaustive definition. It is meant to protect the overall moral and physical integrity of an individual,\(^{51}\) including the right to be let alone, away from unwanted attention.\(^{52}\) The guarantee afforded by Art. 8 of the ECHR in this regard is primarily intended to ensure the development, without outside interference, of the personality of each individual in their relationships with other human beings.\(^{53}\) There is thus a zone of interaction of a person with others, even in a public context, which may fall within the scope of private life.\(^{54}\)

In relation to individuals’ images in particular, in *Hannover*, the ECtHR affirmed that ‘a person’s image constitutes one of the chief attributes of his or her personality, as it reveals the person’s unique characteristics and distinguishes the person from their peers. The right to the protection of one’s image is thus one of the essential components of personal development’.\(^{55}\) The mere storing of data relating to the private life of an individual amounts to an interference with the right to private life under Art. 8 of the ECHR,\(^{56}\) and the subsequent use of the stored data has no influence on such qualification.\(^{57}\) In relation to biometrics, the ECtHR has held that fingerprints and deoxyribonucleic acid (DNA) constitute data pertaining to one’s ‘private life’ and their retention amounts to an interference with the right to respect for one’s private life within the meaning of Art. 8 of the ECHR.\(^{58}\) In a more recent case concerning pictures taken and stored by law enforcement officers, the ECtHR also emphasised that the rapid development of increasingly sophisticated techniques allowing facial recognition and facial mapping from individuals’ photographs, makes the taking of their photographs, the storage and possible dissemination of the resulting data problematic from the point of view of Art. 8 of the ECHR.\(^{59}\)

The second category of provisions that are relevant with respect to the need to enjoy unobserved time and be able to self-represent oneself relates to freedom of expression. Most commonly, freedom of expression is understood as referring to the right to free speech and the limits of what can be said or published without infringing on the rights of others. Nonetheless, this is not the primary meaning of freedom of expression that is relevant for the present inquiry. Instead, at its core, the right to express oneself that is relevant to the need to be shielded from reachability is the idea highlighted previously by Warren and Bradeis more than a century ago: the right to ‘simply be’.\(^{60}\) It is the right of the individual to own their own personality and to express it ‘in writing, or in conduct, in conversation, in attitudes, or in facial expressions’\(^{61}\). Along this line, Art. 10 of the ECHR covers ideas and forms of expressions of different natures, including political communications,\(^{62}\) artistic expressions of
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This aspect of freedom of expression is highly relevant to biometric identification. By recording the unique physical features or external manifestations of individuals, biometrics appropriates and exploits forms of expression of one’s ‘inviolable personality’. At the same time, biometrics infers personality or psychological traits from the physical or behavioural features of a person. In so doing, biometrics overreach into an individual’s core building blocks, the ones that cannot be changed, and put a label on them by proceeding to biometric identification.

Any interference with the fundamental rights to a private and family life and to freedom of expression protected under Arts. 8(1) and 10(1) of the ECHR, respectively, may be justified by the conditions set forth in the same articles, which have both been applied and refined by the ECtHR. At its very essence, justification is dependent on an assessment of necessity with respect to a public interest aim and the relationship of proportionality with such an aim. In practice, justification often involves balancing with other equally fundamental rights.

A human-centric interpretation of biometrics cannot but uphold the values of private life and freedom to express one’s personality as conceived in the ECHR and which corresponds to some of the most basic human needs. If such an interpretation is not adopted, we are at risk of developing and normalising a technology that runs counter not only to our very essence as humans but also to values and rights that sit above all other legal provisions. Following this line of reasoning, this paper claims that the relationship between technology, fundamental rights and the legal system can be framed in terms of harm and justification: for the legal system to maintain its coherence, any technology that is able to interfere with fundamental rights, both at the individual and societal level, must be considered harmful, unless it is possible to find a justification for such harm in an equally fundamental right that must be upheld in a particular situation.

4. Biometric Identification as Detriment

The detrimental effect of biometric identification, framed as interference with basic human needs that are protected by highly ranked provisions, such as Arts. 8 and 10 of the ECHR, can be characterised with respect to both individuals and to society as a whole when many individuals are systematically subject to biometric identification.

As mentioned previously, biometrics search a sample against a database to find a corresponding previous record of the same, with the purpose of extracting from the database the identifier matching the sample. This process leads to an identity being attributed to the individual. The word ‘identity’ must be understood in a broad sense as referencing the uniqueness or distinctiveness that allows a biometric system to categorise a person. Thus, it can be a civil identity, constituted by the name or the social security number of a person, or a group identity, such as ‘woman’ or ‘Caucasian’, or a profiling identity that relates to personal, political or commercial behaviour, such as ‘heterosexual’, ‘left-leaning voter’, or ‘smoker’, or finally an emotion. Therefore, the key feature of biometrics is that it uses the unique characteristics of an individual’s body – physical or behavioural – to assign that individual a corresponding identity among those that have been pre-entered in the database. Accordingly, the notion of ‘biometric identification’ used in this paper covers a vast array of situations in which the unique, external appearance of a human or their unique bodily features (such as DNA) are connected to a certain distinctiveness that determines part of how that individual is perceived in a public space (i.e., ‘John Smith’ or ‘a white male’). Biometric identification is thus a process that relies on the appearance or bodily information of a person, most of which are unique and unchangeable, and allows a third party (i.e., the entity who compiled the database) to define (part of) the self of that person and their role in the public sphere. In this context, the expression ‘public sphere’ here means any subset of society (e.g., the digital or physical world, a small gym circle, the borders of a country or any other large or small social locus), the access to which is made dependent on biometric identification. Admittedly, much of this process recalls Berthillon’s early attempts to classify human beings.
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Because biometrics simply looks for a match in a pre-established database, biometric identification takes place in a closed system: it can only be ‘accurate’ or ‘false’ with respect to the database.70 Biometric identification does not depend on any objective truth (e.g., my correct civil identity) or any subjective truth (e.g., the identity that I choose for myself). Biometric identification pays no regard to the real-world identity of the individual or to their self-determination and autonomy. To the contrary, the individual has no control over their attributed identity, which depends entirely on the classifications in the database, made by a third party, and on how accurate or how biased the compilers of the database have been, on whether the sample was correctly collected or labelled and on all other variables that can affect the database.

Just by focusing on this basic feature of biometrics, it becomes clear that the process is at odds with the framework emerging from a review of human needs and fundamental rights. Under this framework, an individual should be the master of their own ‘informational narrative’ and any technology that restricts such freedom to self-determine in our social relationships is dehumanising’.71 This is true even in situations where the harm suffered by society and by the individual does not appear to be obvious. For example, one may contend that there is hardly any detriment in revealing someone’s correct civil identity via biometric identification. However, counterintuitively, several red flags are raised in such a situation.

First, security is a real issue when it comes to relying on biometric data. Biometrics relies on collecting, processing and storing the bodily or behavioural characteristics of a person, which are truly unique and unchangeable: humans only have one set of fingerprints or retinas. As the Illinois Supreme Court pointed out, applying the Biometric Information Privacy Act (BIPA), a specific statute regulating biometric data use, ‘technology now permits the wholesale collection and storage of an individual’s unique biometric identifiers – identifiers that cannot be changed if compromised or misused’.72 Consequently, the Supreme Court was of the view that when biometric data are mishandled ‘the right of the individual to maintain [his or] her biometric privacy [vanishes] into thin air’.73 Therefore, it is exactly when biometric identification is used to attribute a correct civil identity that it exposes the individual to a very high cybersecurity risk. As it has been correctly pointed out, the risks associated with privacy loss are crucial in understanding different types of privacy harms,74 and in a digital society should be the way in which we conceptualise harms related to it.

Leaving aside the cybersecurity risks, it could be argued that correct biometric identification can hardly be detrimental to an individual. This argument is unconvincing. Even when the attributed civil identity is correct, the person subject to the biometric identification is still classified or given a specific identity, which will then determine their place in the relevant social space and their prerogatives within it. For example, entrance to a venue, such as a gym, may be subject to facial recognition. Biometric identification in this case would be something along the lines of ‘this person is John Smith, a gym member’. It is submitted here that in terms of harmfulness, it is not the correct/incorrect nature of a biometric statement that is crucial but the process itself.

In a related situation and to take the argument further, one may argue that there is hardly any detriment in being subject to biometric identification when an identification document, such as a passport, would have to have been presented anyway. This is another situation in which the harm is not obvious but quite substantial, both for the individual and for society as a whole. First, the same cybersecurity risks that exist in any situation in which biometric data are used to match a sample with a civil identity and all information that may be linked to such identity in a database, still exist in this situation. Second, the detrimental aspect in this situation relates to the repetitive and systematic use of this technology in situations in which a piece of identification is required, as if it were interchangeable with other types of identification that do not rely on data storage and software. In a recent decision,75 the Court of Justice of the European Union (CJEU) reviewed under applicable EU law a piece of national legislation that provided for the systematic collection and recording of biometric and genetic data of any person accused of an intentional offence subject to public prosecution. In the CJEU’s view, such automatic biometric identification and collection of data interfered with the rights and freedoms of the person concerned and had to be limited. In particular, the collection and recording of biometric data for people accused of a criminal offence should only be allowed under certain conditions; that is, ‘collection is strictly necessary for achieving the specific objectives pursued’ and ‘those objectives cannot be achieved by measures constituting a less serious interference with the rights and freedoms of the person concerned’. In short, in the CJEU’s view, a form of identification that is less invasive should be routinely preferred. This solution appears rooted in
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the idea that it is not so much the result of biometric identification that counts (i.e., identifying and keeping a record of a person) but rather the process itself and how it affects the rights and freedoms of an individual that is detrimental.

In other scenarios, one may argue that there is hardly any detriment when an ‘identity’ is attributed to someone (e.g., ‘this person is white’ or ‘female’). First, as mentioned earlier, this process, which is done automatically and systematically when biometrics are in place, violates the need of humans for self-determination in their relationships and control their own ‘informational narrative’. Further, and rather counterintuitively, allocating a person to a certain social group, carved out arbitrarily based on ethnicity or other features, seems to carry with it even more negative consequences than assigning a person a civil identity. This type of situation appears to be particularly dangerous with respect to individuals that may belong or be assigned to groups that are traditionally marginalised or discriminated in society, thus crystallising the divides that characterise our societies. For example, let us imagine a facial recognition software program in a mall or a commercial venue that assigns passers-by to a group for the purposes of showing advertisements on a smart billboard and that identifies one of these passers-by as follows: ‘the person is female’. Another example would be placing a biometric system in a public venue for the purposes of law enforcement that identifies someone as follows: ‘the person is a white male’. This process may seem neutral and not harmful, as, after all, our own brains are wired in the same way, and we explain the world based on categories that we have inherited or built from our past experience. Yet, there are very important red flags to notice. Let us now imagine that the biometric statements in the examples above are completed by decisions such as, in the first case, ‘the person is female, so she has limited spending potential’ or, in the second case, ‘the person is a white male, so he must not be searched’. In these situations, it is clear how biometric identification coupled with the biases that affect our society can lead to certain groups being relegated to a position of subalternity and others to a position of privilege, perpetrating existing inequalities.

These examples are worrying enough as they are, but they become worse when we switch perspective from the individual level to the societal level. Biometric features, even those exploited by ‘soft biometrics’, are non-modifiable. We are still in the dark regarding the chilling effects of biometrics on individuals who may be assigned to groups that are traditionally marginalized or discriminated. Some research has shown that surveillance, even in the mere form of observation, engenders a loss of creativity and anxiety. As a result of the embedding of biometric identification and biases, individuals pertaining or perceived to pertain to one or more of such groups may refrain from participating in certain social activities, or from attempting certain social endeavours, such as applying for a job, and overall self-limit their creative potential. As Cohen noted, the ability to remain anonymous and to represent oneself enables humans ‘to develop intellectually and emotionally by giving us breathing room to embrace risks and make mistakes without the stigma of being forever associated with failures and fads’. More generally, coding people’s public identity - and the way in which they should experience the world - into biometric systems used by authorities and commercial actors condemns them to never be able to change society’s perception of them as individuals and their place in the world.

All the previous examples break down how a society in which biometrics are routinely used to identify and classify people and eventually make decisions about who they are and how they should experience the world, runs contrary to basic needs and fundamental rights and is ultimately dehumanising, especially for those who already experience exclusion and marginalisation. On a more general level, we can say that what leads to harm is that biometric identification breaks the anonymity or inaccessibility of the person subject to it by using their irreplaceable physical features. In Nissenbaum’s terms, a person subject to biometric identification becomes ‘reachable’, in the sense that someone can potentially come knocking on their door ‘demanding explanations, apologies, answerability, punishment, or payment’.

More precisely, in our data-driven, digital society, after biometric identification, we become reachable by a government agency, a technology company or an advertiser. Some part of our self, or the perception of it by the dominant external gaze of society, as revealed by our unique biometric manifestations, becomes known to a third party, which will act on it, affecting our place in the world and our interactions with the public sphere.

In addition, the time span of reachability following biometric identification can potentially be unlimited, as can the geographical and personal reach of those who have access to the biometric statement made after biometric identification – even though under data protection law, they may be denied access to the biometric information itself. In ‘reaching’ a person, using unique physical features, and then by fashioning an environment that is thought to be adapted to them, biometrics uses our very basic essence as humans to affect our basic human need to withdraw from the social arena, potentially fixing such identification in space and time.

---
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5. Competing Values and Consent as Justifications For Biometric Identification

Intrusions in one’s private life or limitations of freedom of expression are possible in instances where a balance must be struck with other equally fundamental values. In a similar fashion, we can imagine cases in which, to preserve another competing value, biometric identification could be justified, and thus the harm suffered by the individual subject to biometric identification must be accepted.

At the outset, situations of blunt necessity may be easily qualified as apt to justify biometric identification. An example is the biometric identification of an individual who arrives at an emergency room department, requiring an emergency or life-saving treatment. In other instances, the necessity of biometric identification is more contentious; for example, in the case of biometric identification for law enforcement purposes. Indeed, this use of biometric identification has been debated by legislators, courts and society at large. The degree to which biometric identification for law enforcement purposes can be tolerated gives rise to warrants different opinions and may lead may lead courts to diverge in their determinations of how to strike a fair balance between security and respect of private life, freedom and dignity. Nevertheless, it is not the most contentious point, insofar as public security or the need to ensure the prosecution of criminal offences are generally accepted fundamental needs of society that do lead to restrictions of fundamental rights, such as personal freedom or private life, to different degrees according to the political and legal system of a given jurisdiction.

Conversely, an easily accepted justification for biometric identification appears extremely problematic to conceptualise – consent. Liberal democracies associate consent with the idea of individual self-determination. Under this perspective, privacy has been construed, under the United States Constitution, as shielding people’s intimate decisions from the intrusion of the Federal State. This vision of freedom and autonomy has also led to a very restrictive view regarding the extent to which the commercial exploitation of one’s own biometric features can be limited. For example, as a consequence of the right of everyone to decide autonomously how to monetise their own appearance, French courts remain reluctant to apply the limit of human dignity to contractual stipulations when someone has ceded the right to their image, including in instances in which the images taken as part of the contract may be considered embarrassing or damaging of that person’s dignity. Yet in the field of data, in many jurisdictions, the legal framework has been built around the possibility of giving consent to the collection, storing and processing of all kinds of personal data, including those of a sensitive nature, which has given rise to very successful business models that rely on the monetisation of the personal data of others.

Yet, the consentability of biometrics has also been heavily questioned by scholars. Selinger and Hartzog argued that facial recognition technologies that seek ‘to monitor behaviour, identify people, or gain insight or information for the purposes of influencing, managing, directing, or deterring people’ should not be consentable. Building on their previous work and work by others, they argue that consent is flawed in our digital era, because of the many, unpredictable and multifaceted ways in which data can be used via digital technologies. In addition, they argue that face recognition should not be consentable because of the systemic effect that many individuals consenting to it may have on our collective autonomy. They also point to the triviality of the arguments that are usually put forward to bolster the use of facial recognition, such as convenience and the simplification of mundane tasks. Allen argued that, while this may be seen as paternalistic or unpopular, people should not be allowed to consent to limitations of privacy for trivial reasons, such as convenience, as privacy is a primary or foundational good ‘on which access to many other goods rests’.

Custers and Margieri recently argued that the consentability of transfers of one’s own personal data to access commercial services, such as search engines and social media, is untenable within the legal order of the EU, as the right to data protection is a fundamental right protected by the Charter and is thus inalienable. Finally, others have argued that in many instances, the use of biometric systems makes it practically impossible to obtain consent, which has more to do with the way in which the technology is evolving and the uses to which it is put than any technical impossibility. For example, a home security camera that deploys facial recognition makes it practically impossible to obtain consent from all passers-by. It should be added to these critiques that biometrics uses the unchangeable bodily features of individuals and thus represents a damage to their personhood, especially when coupled with the risks associated with loss or theft.
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If we wish to uphold a value-preserving interpretation of biometrics, we need to push for a review of their consentability. This paper argued that biometric identification is detrimental to basic human needs; that is, the need to enjoy unobserved time and the need to be able to step in and out of the roles that we fulfill in our social relationships and the identities attached to them. It also found that other core values may be able to offset biometric harm and offer it a legal basis. In line with the findings of Selinger, Hartzog and Allen, it is submitted that consent should not be considered a stand-alone legal basis for biometric identification, justifying biometric harm.

At the same time, it is argued that even in cases where a core value provides a valid justification for biometric harm, consent shall remain an important element of the legal regime upholding such justification. For example, in certain jurisdictions, it may be legal to collect the biometric data of people convicted of certain criminal offenses but the consent of such persons to do so should also be necessary. If consent is denied, an intervention by the relevant judicial authority must be required before collection takes place.\(^{87}\) Thus, even if ‘on-the-fly’ or ‘in-the-wild’ biometric identification is technically possible, it should not be allowed to prescind from the individual’s consent. This is because consent remains an important part of the legal framework of allowing access to our bodies to others be it in the form of touching, medical procedures or photography. Under this perspective, it seems that, with all its flaws,\(^{88}\) consent should still be required in our digital age. Indeed, the legal system routinely accepts that consent can be given in situations of uncertainty. For example, we may grant others (e.g., doctors) access to our body, even if we understand that we could not realistically predict any possible future consequence of a medical procedure. Certainly, doctors strive to explain to us the possible risks and share medical information regarding a procedure, but unforeseen and unlikely events can always occur. Yet, we are of the view that people undergo medical procedures having given ‘informed consent’. Such fiction is necessary for the medical system to function and provide the care that people need.

In terms of consent to biometric identification, a similar approach should be adopted. Therefore, in cases in which a person needs to undergo biometric identification for a reason justified by the need to protect another competing fundamental right or high-ranked public interest, such as to allow the storing of data of people who have committed certain criminal offenses, consent to biometric identification can be considered possible, under the conditions that the security of the stored data is ensured and the uses to which the biometric record can be put, at least as far as predictable, are clearly explained to the individual.

Conclusion

Authors have warned against the danger of humanity slowly sleepwalking into a science-fiction-like society, where unobserved time is minimal, an obscure elite or an artificial intelligence system determine everybody’s place in the word according to a pre-ordained system and individuals live in a status of pure conformism, relinquishing all creativity, diversity and the very essence of what makes us humans. Such warning maybe deemed catastrophic; however, biometric technology is being steered and deployed along a similar path.

This paper argued in favour of an interpretation of biometrics that is able to protect and sustain the core needs of all human beings. Such an interpretation must protect people’s ability to retain instances in which they are and feel unobserved and their ability to self-represent themselves in all their social relationships. If biometrics needs to bolster such values, rather than undermine them, biometric identification needs to be considered harmful as a general rule, unless an equally fundamental value is able to justify its use. This paper argued that consent shall not be deemed to reach the threshold of a stand-alone justification for biometric identification, unless it is coupled with fundamental values, such as the need to undergo a medical procedure or certain law enforcement purposes.

Raising the collective awareness of citizens of the risks of biometric identification is a crucial task for the sake of the present and all future generations. The law could take the lead and show the way towards a human-centric version of biometric technology.

\(^{87}\) See CJEU, Case C-205/21, Criminal proceedings against V.S., ECLI:EU:C:2023:49.

\(^{88}\) Richards “The Pathologies.”
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